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Overview

The Johrs Hopkins University Applied Physics
Laboratory (JHU/APL) participated in two tracks at
this yea’'s conference We participated in the
filtering tradk, again addressng the batch and routing
subtasks, as well as the alaptive task for the first
time. We dso continued experiments in Arabic
retrieval, emphasizing language-neutral approades.

For ranked retrieval, we relied on a datisticd
language model to compute query/document
similarity values. Hiemstra and ce Vries describe
such a lingusticdly motivated probabili stic model
and explain how it relates to bah the Bodean and
vedor space models [4]. The model has also been
cast as a rudimentary Hidden Markov Model [13].
Although the model does not explicitly incorporate
inverse document frequency, it does favor documents
that contain more of the rare query terms. The
similarity measure can be computed as

Sm(q,d) = |—| (a Of (t,d) + (1— a) Cdf (t))f(‘VQ)

tOq
Equation 1 Similarity cdculation.

where a is the probability that a query word is
generated by a document-spedfic model, and (1- a)
is the probability that it is generated by a generic
languege model. df(t) denotes the mean relative
document frequency of termt. In our experiments an
a of between 0.15 and 0.3 has worked well, but
performance is fairly insensitive to the predse value
used.

For text clasdficaion problems we used Suppat
Vedor Macines (SVMs), which efficiently perform
binary classfication tasks. We gplied SVMs to this
yea's Filtering tasks; however, some of our routing
runs were based on statisticd language models
instead.

Filtering Track

We participated in the routing, batch and adaptive
tasks of thefiltering trac.

Filtering Approach Background

We orntinued to investigate the gplication o
Suppat Vedor Madines (SVMs) to filtering tasks.
SVMs are used to crede dasdfiers from a set of
labeled training data, finding a hyperplane (possbly
in a transformed spaceé to separate positive examples
from negative examples. This hyperplane is chosen to
maximize the margin (or distance) to the training
points. The promise of large margin classficaion is
that it does not overfit the training data and
generalizes well to test data of similar distribution.
SeeHeast [3] for agenera discusson o SVMs. We
used the SVM-light padkage (version 350, by
Thorsten Joachims [15]) to creae dassfiers based on
the training datafor clasdfication o the test data, and
wrote a JNI interfface to SVM-light to suppat
filtering with our HAIRCUT system. All runs used
stem indices using a derivative version o the
SMART stemmer.

We dightly reduced the term spaceto creae test and
training daument vedors. Terms were seleded using
the top stems by dacument frequency in the training
set. (Exad numbers of stems differed for different
runs, noted per task in descriptions below.)
Stopwords were not removed. We used tf/idf
weighted vedors for eadcr document. IDF values
were based ontraining index statistics. Vedors were
normalized to unt length. Given n positive training
documents for a topic, we cose dther al other
training gels documents as (presumed) negative
examples, or randamly sampled (number of known
positive examples) *  NegativeToPositiveRatio
presumed negative examples from the training index,
throwing away any that were acually paositive. (The
use of al negatives or a particular ratio is noted
below.) We trained linea SVMs, weighting pdaitive
and regative training examples equally (-j 1 flag in
SVM-light).

Filtering Training

Over the murse of the yea we had performed several
experiments using the Reuters Corpus [18] and topics
from TREC 2001 Based on tradk guidelines, we
wanted to establish various parameters necessry for
our system based on aternative data. We caose to
reset these based on performance on Financial Times



data that had been used in the TREC-8 Filtering
Track. We did this in a straightforward way for the
routing and batch training and test sets. However, no
training documents had been used for the adaptive
task in TREC-8, so for this training we randomly
selected three relevant training documents from the
batch FT training grels for each topic.

Routing Task

We submitted two official runs for routing. We
submitted an SVM based run apl11Fsvm and a rank-
based merge run apl11Frm, the merge of the SVM
run with an unofficial score-based run apl11Frs.

Our dtatistical language model-based run apl11Frs
used simulated routing (using a modified version of
our HAIRCUT system to score indexed test
documents using training index datistics). We
formed queries using 60 terms per topic that were
selected from the positive grels training documents.
Term selection was accomplished using mutual
information based difference statistics with respect to
the training documents.

For the SVM routing run apl 11Fsvm, we used the top
12000 features ranked by document frequency and 10
times as many negative documents as known positive
examples to train an SVM. We kept track of the top
1000 documents for a topic in a heap based on the
SVM score.

Avg. prec. | #terms | # # 2= median
bests | (50 topics)
apl11Frm 0.330 12000 | 4 43
apl11Fsvm 0.218 12000 | 1 24
apl11Frs 0.364 60 Score run
apl11Frsvm2 0.364 40000 | SVM run
apl11Frm2 0412 40000 | Mergerun

Tablel. APL Routing Results, Asssor topics.
Highlighted rowsindicae undficial runs.

Avg. # bests | #2=median
prec (50topics)
apl11Frm 0.042 5 37
apl11Frsvm 0.043 4 35
apl11Frs 0.035 Score run
apl11Frsvm2 0.041 SVM run
apl11Frm2 0.045 Mergerun

Table2. APL Routing Results, Intersedion topics.
Highlighted rows indicae undficial runs.

In subsequent analysis of our results we redized that
we submitted the wrong SVM-based routing run. We
had intended to submit the SYM run apl11Frsvm2
based on 40000 fiterms (the best of numbersto use
on FT data). This run dees well, and makes an
excdlent run (apl11Frm2) when rank-merged with
the score-based run.

Batch Filtering Task

We used the score of the test document from the
topic-spedfic SVM to dedde whether to return a
document as possbly relevant. We used cross
validation for threshold seledion. We gplied n-fold
crossvalidation on training data to find the best
threshold per topic for the given score function keing
optimized.

Lewis had applied exhaustive lease-one out to find
optimal SVM | weights per topic last yea [9], but
this was computationally urredistic for our
implementation. Particular choices of n we used for
crossvalidation are noted below.

Batch Using Linear SYMswith TF/IDF Vectors

For the submitted apl11FbF run, we used the top
20000 d terms. We used all the presumed negative
training examples from the training index. We used
threefold crossvalidation on the training data to
seled the best topic-spedfic score thresholds for the
T11F mesasure.

For the submitted run apl11FbSU run, we used the
top 12000 & terms. We again used al the presumed
negative training examples from the training index.
We used five-fold crossvalidation on the training
datato seled the best topic-spedfic thresholds for the
T11SU measure.

T11SU | T11F | SetPrec | SetRecdl

apl11FbF 0.391 0.216 | 0.409 0.117

apl11FbSU 0.293 0.181 | 0.244 0.255

Table3. APL Batch Results, Assesor topics

T11SU | T11F | SetPrec | SetRecdl

apl11FbF 0.338 0.026 | 0.068 0.013

apl11FbSU 0.035 0.028 | 0.027 0.275

Tabled4. APL Batch Results, Intersediontopics

Adaptive Filtering Task

We developed two heuristic gpproaches to using
SVMs for adaptive filtering. While there is theory to
explain hov a static SVM generali zes to test data of
similar distribution to training data, this theory has
not yet been well developed for SVMs that are
adapting ower time based onfealbadk.

Our two approadches were similar to ealy filtering
score-based bufer window approaches. An SVM was
creded based ontraining dita for ead topic. Three
“buffers’ of documents from the test document
stream were maintained: a “good buffer of
documents corredly judged relevant; a “bad” buffer
of those that had been incorredly judged relevant;
and a “presumed bad” (unjudged) buffer of those
documents not retrieved (and presumed irrelevant).

All buffers were cgped to a fixed size Window
sizes for the buffers were set somewhat arbitrarily



based on limited experimentation as follows. 750
documents for the known pasitive documents, 750
for the known negative documents and 2000 o 50
(noted below) for the presumed negative documents
(those not retrieved). We dso used a heuristic
parameter to guessoccasiondly if no dauments had
been retrieved for alongtime.

Our first approach used queues for al threeof these
buffers of documents, expiring the old dacuments as
the buffers overfilled. The notion rere is that older
documents are lessvaluable than newer ones. (In this
case we used the larger size 2000 bifer for negative
documents.) Our second approach used hegos, based
on the asolute value of the SVM score (smallest
value on top), throwing away documents with larger
scores as the buffers overfilled. The notion here is
that documents closer to the margin of the arrent
SVM are more useful as discriminative examples for
training. (Here we used the smaller buffer size of 50
for the presumed negative documents.)

Our strategy was to updhte the topic-spedfic SVMs
at data-driven intervals, using the documents in the
current buffers. The intervals were based onsizes of
the arrent buffers, as well as a ‘fate of change”
heuristic.

Using the queue gproach we had observed good(but
dtatisticdly variable performance) based on the
TREC 2001 dita ad topics (0.35 average T10SU,
and a boxgot as good o better than the official
boxpots from TREC-10 filtering). However, we did
not do aswell for thisyea’s official adaptive task.

T11SU | T11F | SetPrec | SetRecdl

apl11Fahl 0.342 0.104 | 0.377 0.039

apl11Fah2 0.342 0.104 | 0.377 0.039

apl11Fagl 0.059 0.09 0.084 0.369

apl11Fag2 0.085 0.118 | 0.115 0.355

Table5. APL Adaptive Results, Assessor topics

Clealy, the heg approach returned too few
documents, whereas the queue gproach returned too
many. Thisis probably mainly due to the much lower
amourt of feedbad. It was probably also adversely
affeded by ou choice of “guess occasionaly”
parameter that guessed too dten.

Filtering Results Discussion

In a low training/feedbadk situation, filtering seans
to require more of a Statisticd Language Model
score-based approach. Based on the good
performance possble in stuations with lots of
training and fealbadk (as in TREC-200)), there
seams to be a ontinuum between score-based and
classficdion approaches, depending onthe amourt
of training and feadbad available. We mnjedure a
hybrid approach will be useful to support this
continuum.

Arabic Language Retrieval

The CrossLanguage Retrieval task at TREC 2002
consisted of bilingual retrieval of Arabic newspaper
articles given English topic statements. The
document coll edion was the same & that used in the
TREC 2001 CLIR Track. Mondingual submissons
were dso accepted using Arabic versions of the
topics creaded by human trandators. JHU/APL
submitted five official runs, one mondingual and
four bilingual runs that used ony the <title> and
<desc> topic fields. We ontinued to use the
HAIRCUT retrieval engine for our experiments,
again emphasizing language-neutral approaches to
multili ngual retrieval.

Tokenization

Over the past yea severa studies explored alternate
representations for indexing Arabic text. Mayfield et
al. [10] investigated the use of charader n-grams for
Arabic retrieval in TREC-2001 and found that n-
grams of length 4 were most effedive. Similarly,
Darwish and Oard examined multiple tokenizaion
strategies for retrieval of scanned Arabic documents
and concluded that charader n-grams of lengths 3 or
4 were the basis for the most successul approach [1].
Lingustic methods of combating Arabic morphdogy
have dso been fruitful. Xu et a. [14] investigated
several problems unique to Arabic language text
retrieval, spedficdly misgpelled words, broken
plurals, and infix morphdogy, and empiricdly
evaluated techniques to overcome them. Larkey et .
[8] investigated methods for effedively stemming
Arabic.

Given the succesdul reports of n-gram based
retrieval for Arabic, we opted to continue using them
thisyea. However, we dedded to use a @mbination
of tokenizaion methods in the same term space We
used ngrams of more than ore length, and we
included spacedelimited words. We do perform one
minor language-spedfic function, elimination a
replacement of cetain  Arabic charaders.
Spedficdly, we map Alef Maksura to Yeh and Teh
Marbuta to Teh, and we diminate Hamza, Madda
and any remaining Arabic letters or symbals that did
not appea in alist of 28 letters that we had avail able.

Recent work in Asian language retrieval has $iown
that multiple length n-grams can be quite dfedive,
and may result in a 10% relative improvement in
mean average predsion ower the use of singe length
n-grams [12]. Accordingly, we examined multiple
length n-grams. In particular, we cnstruct the set of
all 3-grams, 4-grams, and 5grams that can be
generated from a given input sequence

We initialy bult severa indexes to compare
different methods for tokenizaion. Summary
information abou ead is s.own in Table 6.



#terms index size
words 539979 | 254vB
3-grams 27016| 441MB
4-grams 225218| 766vVIB
5-grams 1478593| 115™MB
6-grams 6081618| 169IMB
words + 3/4/5-grams 2876187 2422VB
words + 3/4/5/6-grams 9714673| 4038vVIB

Table6. Index statistics for the 869 MB, 384K
article TREC-2002Arabic oolledion.

Using the TREC-2001 CLIR test colledion (i.e.,
Arabic topics 1-25) we compared several knowledge-
light methods for indexing Arabic text (seethe dart
in Figure 1). These experiments used orly the <title>
and <desc> portions of the topic statements and made
use of pseudorelevance feadbadk. Plain 4-grams did
quite well, but dightly superior performance was
found when a hybrid indexing scheme was used.
Based onthese training experiments, we seleded this
strategy for TREC-2002

Thus, our official runs used bah words and 3, 4-, 5-
grams to represent text in a single term-space It
shoud be noted that this tripled the disk space
consumed by the index data structures compared to
the use of solitary 4-grams; the use of 4-grams alone
is probably justified when storage limitations are a
concern.

Mean Average Precision

Comparision of Tokenization Types

words+3/4/5-  words+3/4/5/
grams 6-grams

words 3-grams 4-grams 5-grams 6-grams

Figure 1. Comparison d tokenization methods
using the TREC-2001CLIR test suite. Mean average
predsion is plotted. The cmmbination d words plus
3, 4-, and 5grams was the best performing

approach.

Translation

Althoughwe recently explored efficient methods for
trandating dacument representations at the CLEF-
2002 evaluation [11], we focused on query
trandation for our work in the CLIR Trad at TREC.
We ae onvinced that the cdiber of trandation
resources has a grea effed on hblingual retrieval
performance, so we were glad to see the track
guidelines dipulate a standard set of resources.
However, in several ways the formatting o these
resources prevented us from using them in an optimal
fashion. In particular, we had hoped to use the
English / Arabic parald texts from the United
Nations. We were grateful for the statisticd lexicon
that was made avail able by BNN; however, it was of
limited use to ou system since we do nd routinely
stem English or Arabic.

Most of our bilingual runs smply relied onmachine
tranglation software. However, in an attempt to make
use of the BBN satisticd lexicon, we derived a
surrogate dictionary. We first ran a Porter stemmer
to crede aset E of English words that could produce
a given English stem; we dso creaed a set of Arabic
words A, that creaed the stems in BBN's lexicon
using Kareem Darwish’s Al-Stem stemmer. Then,
we aeaed an urweighted trangdlation dctionary with
entries between ead English word in E and every
word in A to which that word might be mapped.
Queries were trandlated by substituting al possble
trandations for a given source language query term,
preserving the original query term frequency. Lastly,
we performed n-gram processng ower the trandated
gueries using orly within-word n-grams.

Each of our official submissons used only the <title>
and <desc> fields, augmented by pseudorelevance
feadbadk. For our mondingual Arabic run, apllical,
we used
» word plus 3-, 4-, and 5gram indexing
* relevance feedbadk using qleries expanded
to 300terms

Apllicel was our first bilingual run wing the
English topics. We used the same gproach as
aplllcal, but used the Almisbar web-based service
to crede trandated queries. We dso creded a run
using the (standard) Ajeéb trandator, aplllce3.
Mappings derived from the satisticd lexicon
provided by BBN were used for aplllce4. Finaly,
hopng that a wmbination o resources would
maximize lexicd coverage, and thus retrieva
performance, we submitted a run based on merging
scores from our two MT-based runs, aplllce2. This
run was not our best official run; use of only the
standard MT-resource, the Ajeeb trandlator, was best.



Official results

TREC-2002 Official Arabic Results

An owerview of APL’s five officia runs for the .
Arabic tradk are shown in Table 7 below. oo
Trans MAP | Recdl # #> |%mono E
Res. (5909 | best | median 3
aplllcal NA 0.3410| 4977 3 29 1000 g
aplllcel | Almisbar | 0.2427 | 4396 0 20 712
aplllce2 | Almisbar | 0.2571| 4488 2 18 754
& Ajedd
aplllce3| Ajeeb | 0.2658 | 4444 0 21 779 Recall
apl 11Cf1 Stat O 1777 3645 1 11 52 1 ——&——apl10cal (0.3410) 10ce3(0.2658) apl10ce2 (0.2571)
Lexicon apl10cel (0.2427) apli0ce4 (0.1777)
Table7. Official results for Arabic runs (50 Figure 3. Recdl-predsion gaph for APL's

topics). The highlighted rows indicae hilingual runs
that used orly standard trandlation resources.

Figure 2 (below) compares our mondingual run
against the median of 18 mondingual runs.
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Monolingual Arabic: APL vs. Median Performance
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Figure2.  Comb chart for apl1lcal

The MT-based runs ohtained performance between
71% and 78% of a mondingual baseline in terms of
mean average predsion; a relative recdl at 1000
documents of 88% was found A predsionrecdl
graph comparing these resultsis plotted in Figure 3.

Conclusions

This yea we participated in two tracks: filtering, and
Arabic.

We ntinued ou investigation d using Suppat
Vedor Macines (SVMs) to tadkle text filtering
challenges. We found pomise for the use of SVMs
for relevancefealbadk for routing. We plan to further
investigate related SVM pseudo-relevance feadbadk
effedsonad hae retrieval. Our batch results appeaed
to be &ou median, and we had many “zeo returns,”

S0 more remains to be dore to tune this approach for
low training situations. Perhaps Financia Times data
was not similar enoughto the evaluation data for use
in parameter seledion.

official Arabic tradk automatic submissons

Our adaptive filtering results were disappanting
compared to what we had observed on TREC 2001
adaptive topics, athough somewhat expeded based
on Financia Times parameter-setting experiments.
Again, this is related to the much smaller amourt of
feadbadk in the track thisyea. It is possble to make
better use of unlabeled (unjudged) data for SVM
training, and we hope to revisit this in future
experiments.

One thing we have observed in ou CLIR work isthat
it is difficult to define standard trandation resources.
For example, it has proved dfficult this yea to
separate  spedfic  stemming  agorithms  (and
implementations) from some of the standard
resources. We dso wonder whether crosssystem
comparisons would be fadlitated if participants
submitted runs that used orly a single trandation
resource. For the TREC-2001 CLIR guidelines,
systems could use ay o the three options
(dictionary, statisticd lexicon, or MT system), thus
giving 7waysto use ‘standard’ resources.
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