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LINEAR-TIME ALGORITHMS FOR LINEAR PROGRAMMING IN R~ 
AND RELATED PROBLEMS* 

NIMROD MEGIDDOt 

Abstract. Linear-time algorithms for linear programming in R~ and R~ are presented. The methods 
used are applicable for other graphic and geometric problems as well as quadratic programming. For 
example, a linear-time algorithm is given for the classical problem of finding the smallest circle enclosing 
n given points in the plane; this disproves a conjecture by Shamos and Hoey [Proc. 16th IEEE Symposium 
on Foundations of Computer Science, 19751 that this problem requires fl(n log n )  time. An immediate 
consequence of the main result is that the problem of linear separability is solvable in linear time. This 
corrects an error in Shamos and Hoey's paper, namely, that their O ( n  log n )  algorithm for this problem 
in the plane was optimal. Also, a linear-time algorithm is given for the problem of finding the weighted 
center of a tree, and algorithms for other common location-theoretic problems are indicated. The results 
apply also to the problem of convex quadratic programming in three dimensions. 

The results have already been extended to higher dimensions, and we know that linear programming 
can be soloed in linear time when the dimension is fixed. This will be reported elsewhere; a preliminary 
version is available from the author. 
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1. Introduction. The problem of finding the convex hull of n points in the plane 
has been studied by many authors, and its complexity is known to be O(n log n) not 
only in the plane but also in R 3  (Graham [GI, Preparata and Hong [PHI and Yao 
[Y]). Several known problems in computational geometry, such as farthest points, 
smallest circle, extreme point, etc., are closely related to the problem of finding the 
convex hull of n points in the plane (Shamos [Sh], ~ h a & o s  and Hoey [ShH] and 
Dobkin and Reiss [DR]). We have not found in these references an explicit statement 
about the complexity of linear programming in two and three dimensions. A closely 
related problem is the "separability" problem for which a statement of complexity 
was made. The separability problem is to separate two sets of n points in R d  by means 
of a hyperplane. Dobkin and Reiss [DR] report that this problem is solvable in 
O(n log n )  time when d 5 3 ,  referring to Preparata and Hong's work [PHI. Moreover, 
Shamos and Hoey solve the separability problem in R~ in O(n log n) time and claim 
(erroneously) [ShH, p. 2241 their algorithm to be optimal. The truth is that the 
separability problem in R is obviously solvable by linear programming in d variables. 
In particular, it follows from the results of the present paper that it can be solved in 
O(n) time when d 5 3. 

We may learn about the state-of-art of the complexity of linear programming in 
R' by considering the "extreme point" problem, i.e., the problem of determining 
whether a given point Po in R 2  is a convex combination of n given points PI ,  . . . , P, 
in R2. Dobkin and Reiss [DR, p. 171 state without proof or reference that this problem 
(in R2) is solvable in linear time. This statement is rather obvious since the extreme 
point problem in the plane can be modeled as a problem of finding a straight line 
which crosses through Po and has all the points P I ,  . . , P, lying on one side of it. 
The latter, however, amounts to linear programming in R '  which is trivial. The same 
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