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Appendix A. Derivation

We leverage the negative logarithmic probability to measure the differences between the original
2 and the reconstructed one. Let R(ac(2)) denote the event that after passing the loop So — S —
S1 — SS9, 22 is reconstructed to z(2). We have that

InPr(R Z Z In Pr(z (2 () ()|

z(FeSy, z(DeSs;
starting from @), applied by 6oy, 011, 012 sequentially)

— Z Z ln(Pr(a:(l), ®)12£2); 091, O11) - Pr(z@]2zM) 912)) (1

Z‘<k)€sk x(l)esl

oY P 2™ (z®: 05, 081) - In Pr(a®]2M; 61,)

(K esS, x(Mes,

= Z Z Pr(z®[z®; 095, 051) Pr(zW]z®) 23): 05y, 1) - In Pr(z@]zM); 6,5)
z(F)eS, z(Wes;

= > Y Pr@®[a®;00) Pr(z]z®); 041) - InPr(z®|zM); 015) 2)

x(k)ESk z(Mes;

v

:Ex(k)wpr('|l’(2);62k)Ex(l)NPr('|I(k);9k1) In PI'( ‘-’L’ 612) (3)
In Eqn.(1), the first Pr represents the jointly probability that 2(2) can be translated into z(*) with

05, and the the obtained z(¥) can be translated into (1) with 0x1; the second Pr represents the
probability that given (1), it can be translated back to (?) with ;5.
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