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Lecture 01: Species and Enumeration August 23, 2016

Administrative

There is a website with an indefinite schedule and some information.
For the first few weeks I will focus on combinatorics, but an algebraic

approach to it. This is the topic of species. There won’t be any prerequisites to
this portion for a few weeks. Later, we will discuss hyperplane arrangements,
which involves discrete geometry.

1 Species and Enumeration

Definition 1.1. A species is a functor set× to Set, where set× is the category
of finite sets and bijections and Set is the category of all sets and all maps. A
morphism of species is a natural transformation of functors.

Let P be a species. For each finite set I, we have a set P[I]. For each bijection
σ : I→ J, we have a map σ∗ : P[I]→ P[J]. Give I σ−→ J

τ
−→ K, we have

P[I] P[J]

P[K]

σ∗

(τσ)∗ τ∗

Also, id∗I = idP[I]. Note that each σ∗ is invertible, and (σ∗)−1 = (σ−1)∗.
It also follows that each set P[m] (see Remark 1.2) is acted upon by the

symmetric group Sm. The action is σ · x = σ∗(x), for σ ∈ Sm, x ∈ P[m]. In
particular, σ∗(x) ∈ P[m].

Remark 1.2 (Convention). [m] := {1, 2, 3, . . . ,m}. We write P[m] = P[{1, 2, . . . ,m}].

This action of the symmetric group allows us to reinterpret a species as a
collection {P[m]}m≥0 of Sm-sets. This uniquely determines P.

A morphism of species f : P → Q consists of maps fI : P[I] → Q[I], one for
each finite set I, such that for any bijection σ : I→ J,

σ∗fI(x) = fJ(σ
∗(x))

for all x ∈ P[I]. That is, the diagram below commutes.

P[I] Q[I]

P[J] Q[J]

fI

σ∗ σ∗

fJ

So in the end, a species is not actually that much. It’s just a collection of
Sm-sets. We want to use it to do some enumeration, and some algebra as well,
just as we use finite groups to encode combinatorial information.

5
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Lecture 01: Species and Enumeration August 23, 2016

Definition 1.3. The species L of linear orders is defined on a set I as the set of
all linear orders on I.

L[I] = {linear orders on I}.

Example 1.4. For example,

L[a,b, c] = {abc,bac,acb,bcacab, cba}.

If we have the bijection σ =

(
a b c

y z x

)
, then

σ∗ =

(
abc bac acb bca cab cba

yzx zyx yxz . . .

)
.

Definition 1.5. A partition X of a set I is a collection of disjoint nonempty
subsets of Iwhose union is I. The notation X ` Imeans X is a partition of I.

Definition 1.6. The species Π of set partitions is the species determined by

Π[I] = {partitions X of I}

Definition 1.7. A composition F of a set I is a totally ordered partition of I.

Definition 1.8. The sepcies Σ of set compositions is the species determined by

Σ[I] = {compositions F of I}.

Example 1.9. If I = {a,b, c,d}, with a partition X = {{a, c}, {b}, {d}}, the following
two composition aren’t the same but have the same underlying partition X.

({a, c}, {b}, {d}) 6= ({b}, {a, c}, {d})

There are morphisms
L→ Σ→ Π,

where the first morphism is viewing a linear order as a composition into single-
tons and the second just forgets the order.

In fact, we have
L Σ

E Π

where E is the exponential species, defined by E[I] = {∗I}. That is, E[I] always
has a single element, denoted ∗I.

Remark 1.10. In combinatorics, one is interested in the cardinality of a set.
When we talk about species, we get a generating function instead.
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Lecture 01: Species and Enumeration August 23, 2016

Definition 1.11. Given a species P, it’s generating function is

P(x) =
∑
n≥0

#P[m]
xm

m!
∈ Q[[x]].

This says that species are a categorification of power series where we replace
numbers by sets.

Example 1.12.

L(x) =
∑
n≥0

#L[n]
xn

n!
=
∑
n≥0

n!
xn

n!
=
∑
n≥0

xn =
1

1− x

E(x) =
∑
n≥0

#E[n]
xn

n!
=
∑
n≥0

xn

n!
= ex

Π(x) is the generating function for the number of set partitions and Σ(x) is the
generating function for the number of ordered set partitions.

Definition 1.13. Given species P and Q, their Cauchy Product P · Q is the
species defined by

(P ·Q)[I] =
∐
I=StT

P[S]×Q[T ]

where the disjoint union is taken over all ordered decompositions of I (order of
S and T matters) such that S and T partition I.

On bijections (which are arrows in set×), the Cauchy product acts as follows.
Given σ : I→ J,

(P ·Q)[I] P[S]×Q[T ]

(P ·Q)[J] P[σ(S)]× P[σ(T)]
σ∗

⊇
(σ∗S)×(σT )∗

⊇

Example 1.14. E · E is the species of subsets.

(E · E)[I] =
∐
I=StT

E[S]× E[T ] ∼= {S : S ⊆ I}

Example 1.15. E·k is the k-fold Cauchy product. This is the species of functions
to [k].

(E·k)[I] = {f : I→ [k] | ffunction}

(E·k)[I] =
∐

I=S1t...tSk

E[S1]× . . .× E[Sk]

To see that these two are the same, notice that Si = f−1(i) for each i ∈ [k].

7



Lecture 01: Species and Enumeration August 23, 2016

Proposition 1.16. The generating series for the Cauchy product is the product
of power series in Q[[x]].

(P ·Q)(x) = P(x)Q(x)

Proof. First, notice that

#(P ·Q)[n] = #

 ∐
i+j=n

P[i]×Q[j]

 =
∑
i+j=n

#P[i]#Q[j]

Therefore,

(P ·Q)(x) =
∑
n≥0

#(P ·Q)[n]
xn

n!

=
∑
n≥0

∑
i+j=n

#P[i]#Q[j]
xn

n!

=

∑
n≥0

#P[n]
xn

n!

∑
n≥0

#Q[n]
xn

n!

 = P(x)Q(x)

Example 1.17.

(E · E)(x) = E(x)E(x) = e2x =
∑
n≥0

2n
xn

n!
.

This is a proof of the fact that a set with n elements has 2n subsets, since E · E is
the species of subsets, so now we know that #(E · E)[n] = 2n.

Example 1.18.
(E·k)(x) = ekx

This proves that the number of functions [m]→ [k] is km.

Definition 1.19. Let B be the species of bijections from a set I to itself, and D
the species of derrangements of I. (A derrangement is a bijection without fixed
points).

Claim 1.20. B = E ·D

Proof. We have
B[I] ∼=

∐
I=StT

E[S]×D[T ],

where the map is σ 7→ (S = Fix(σ),σ|T ), where T = I \ S.

8



Lecture 01: Substitution August 23, 2016

Now using the fact that the Cauchy product corresponds to the product of
generating functions, we get that B(x) = E(x)D(x), and therefore

1

1− x
= exD(x) =⇒ D(x) =

e−x

1− x

So we have derived the generating function for derrangements.

#D[m] = m!

m∑
i=0

(−1)i

i!
.

Remark 1.21. We can see that

#L[m] = m! = #B[m].

This begs the question: is L isomorphic to B? The answer is no; they are not
isomorphic because there is no canonical way to identify bijections on I with
orders on I unless the set I comes with a order already. Here is a proof of this
fact.

Proof. Let Sn act on L[I] by relabelling. This action has only one orbit.
Let Sn act on B[I] by relabelling. The number of orbits is the same as the

number of cycle types of the bijections, which is the number of partitions of #I.
So L and B are not the same species.

1.1 Substitution

Definition 1.22. Given species P and Q, with Q[∅] = ∅, their substitution
P ◦Q is defined by

(P ◦Q)[I] =
∐
X`I

(
P[X]×

∏
S∈X

Q[S]

)

This looks strange, but it has a nice consequence for generating functions.

Proposition 1.23. When Q(0) = 0,

(P ◦Q)(x) = P(Q(x)).

Proof. Exercise.

The point of the next definition is to make species we have amenable to
substitutions.
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Lecture 02: Substitution August 25, 2016

Definition 1.24. Given a species P, let P+ be the species defined by

P+[I] =

{
P[I] I 6= ∅

∅ I = ∅

Example 1.25.
E ◦ E+ ∼= Π

This gives us the generating function for Π.

Π(x) = ee
x−1

Example 1.26.
L ◦ E+ ∼= Σ

This gives us the generating function for Σ.

Σ(x) =
1

2− ex

Definition 1.27. Let A be the species of rooted trees,

A[I] = {rooted trees with vertex set I}.

Recall that a rooted tree is a connected acyclic graph with a chosen vertex.
Let ~A be the species of planar rooted trees (that is, rooted trees with a linear

order on the set of children of each node).

Exercise 1.28. Prove that

(a) A = X · (E ◦A) and ~A = X · (L ◦ ~A)

(b) A(x) = xeA(x) and ~A(x) = x

1−~A(x)

(c) ~A(x) = 1−
√
1−4x
2 and ~A[m] = m!Cm−1

where X is the species defined by

X[I] =

{
{∗} #I = 1

∅ otherwise

(Note that X(x) = x) and Cn is the n-th Catalan number

Cn =
1

n+ 1

(
2n

n

)
.
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Lecture 02: Monoids in Species August 25, 2016

2 Monoids in Species

Remark 2.1 (Idea). A speciesM is a monoid if it carries an operation which is
associative and unital. IfMwere a set, this would be the definition of a usual
monoid.

Definition 2.2. A monoid in the category of species is a species M with an
associative, unital operation.

By an operation, we mean a morphism of species µ : M ·M → M. This
is a collection of maps (M ·M)[I] → M[I] for each finite set I. So we have a
collection of maps

µ :
∐
I=StT

M[S]×M[T ]→M[I].

The map µ has components µST : M[S] ×M[T ] → M[I]. For x ∈ M[S] and
y ∈M[T ], we write µST (x,y) = x · y.

Now, associativity simply means that whenever we have a set I with a
partition into three pieces I = Rt St T and x ∈M[R], y ∈M[S], z ∈M[T ], then
x · (y · z) = (x · y) · z.

We can also describe what it means to be unital. There is 1 ∈M[∅] such that
1 · x = x = x · 1 for every x ∈M[I] for every I.

We need one more condition. For any bijection σ : I → J, with I = S t T ,
x ∈M[S] and y ∈M[T ], we must have σ∗(x · y) = σ|∗S(x)σ|∗T (y).

Definition 2.3. A monoid is commutative if x · y = y · x for all x ∈ M[S],
y ∈M[T ], I = St T .

Definition 2.4. A morphism of monoids f : M→ N is a morphism of species if

(a) fI(x coty) = fS(x) · fT (y)

(b) f∅(1) = 1.

Example 2.5. Recall that we had the species

L Σ

E Π

(1)

These are all monoids, and all of these morphisms are morphisms of monoids.
L,Σ are noncommutative and E,Π are commutative.

How is L a monoid? Well, we define

µS,T : L[S]× L[T ] → L[I]

(`1, `2) 7→ `1`2

11



Lecture 02: Free Monoids August 25, 2016

by concatenating the two orders. For example, if I = {a,b, c,d, e}, and `1 = adc

and `2 = be, then `1`2 = adcbe.
We make E into a monoid in the only possibly way

µS,T : E[S]× E[T ] → E[I]

(∗S, ∗T ) 7→ ∗ST

We make Σ into a monoid by

µS,T : Σ[S]× Σ[T ] → E[I]

(F,G) 7→ F ·G

where F is a composition of S and G is a composition of T , and F · G is the
concatenation of compositions. If F = (S1, . . . ,Sk) and G = (T1, . . . , Th), then
F ·G = (S1, . . . ,Sk, T1, . . . , Th).

We make Π into a monoid by

µS,T : Π[S]×Π[T ] → Π[I]

(X, Y) 7→ X∪ Y

If X is a partition of S and Y a partition of T , then we get a partition of I by
taking the union of the two partitions.

The arrows in the diagram (1) are now morphisms of monoids.

2.1 Free Monoids

Definition 2.6. A species is positive if Q[∅] = ∅.

Definition 2.7. Given a positive species Q, let T (Q) := L ◦ Q. (This is the
substitution operation we defined last time.) This will be the free monoid on
Q.

What does this look like? We have

T (Q)[I] =
∐
X`I

(
L[X]×

∏
S∈X

Q[S]

)

=

{
(F, x)

∣∣∣∣ F ∈ Σ[I], F = (S1, . . . ,Sk), x = (x1, . . . , xk), xi ∈ Q[Si]

}
.

We make T (Q) into a monoid by

T (Q)[S]× T (Q)[T ] → T(Q)[I]

((F, x), (G,y)) 7→ (F ·G, (x,y))

where we concatenate the two compositions and the two tuples x and y. By
(x,y) we mean (x1, . . . , xk,y1, . . . ,yh).

12



Lecture 02: Free Monoids August 25, 2016

The unit is ((), ()), where the first () is the empty composition of ∅ and the
second () is the empty sequence of Q-structures.

There is a morphism of species Q→ T (Q) given by

Q[I] → T (Q)[I]

x 7→ ((I), x)

where (I) is the composition of Iwith one block.

Proposition 2.8. Given a monoidM and a morphism of species f : Q→M, there
is a unique morphism of monoids f̂ : T (Q)→M such that

Q M

T (Q)

f

f̂

Proof. We only need to define f̂. So for a set I, define f̂I : T (Q)[I]→M[I] by

(F, x) 7→ fS1(x1) · · · · · fSk(xk).

Note that each fSi(xi) ∈M[Si], and associativity allows us to omit the paren-
theses.

Exercise 2.9. Let Q be as before, let S(Q) := E ◦Q.

S(Q)[I] =

{
(X, x)

∣∣∣∣ X ∈ Π[I], x = (xS)S∈X, xS ∈ Q[S]

}
.

Show that S(Q) is the free commutative monoid on Q.

Exercise 2.10. What is the generating function for the free monoid T (Q) on Q?
What about S(Q).

Example 2.11. • Σ ∼= T (E+) = L ◦ E+

• Π ∼= S(E+).

• L = T (X), where X is the species concentrated on singletons,

X[I] =

{
{∗} if I is a singleton

∅ otherwise

• E = S(X) = E ◦ X.

Exercise 2.12. If X is the species concentrated on singletons, then P ◦ X ∼= P ∼=

X ◦ P for any species P.

This means that L is the free monoid on X, and E is the free commutative
monoid on X. Compare with the free monoid on one element, which is N. This
is also the free commutative monoid on one generator, but this is not the case in
the category of species.

13
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2.2 Comonoids in Species

Next time, we will investigate monoids and comonoids in monoidal categories
and see what the underlying thread is. We are trying right now to do things by
hand, but this may be confusing at the moment. That’s okay. It will all make
sense soon.

Definition 2.13. A comonoid is a species C together with maps

∆ST : C[I] → C[S]×C[T ]
z 7→ (z|S, z/S)

for each I and for each I = St T .
Terminology: z|S is the restriction of z to S and z/S is the contraction of S

from z.
The maps ∆ST must be coassociative: whenever I = Rt St T , and z ∈ C[I],

(z|RtS)|R = z|R ∈ C[R]

(z|RtS)/R = (z/R)|S ∈ C[S]
(z/R)/S = z/RtS ∈ C[T ]

The structure should also be counital: for any z ∈ C[I],

z|I = z = z/φ.

Finally, the naturality of the map ∆ST is captures in the following. For any
σ : I→ J a bijection, and any z ∈ C[I], then

σ∗(z)|σ(S) = σ
∗
S(z|S)

σ∗(z)/σ(S) = σ|
∗
T (z/S)

Definition 2.14. A comonoid is cocommutative (in the category of species) if
z|S = z/T whenever z ∈ C[I] and I = St T .

Definition 2.15. A morphism of comonoids is a morphism of species f : C→ D

such that

(a) fI(z)|S = fS(z|S)

(b) fI(z)/S = fT (z/S).

Remark 2.16 (Motivation). Associativity of monoid operations can be expressed
in terms of the commutativity of the following diagram.

M[R]×M[S]×M[T ] M[R]×M[St T ]

M[Rt S]×M[T ] M[I]

id×µS,T

µR,S×id µR,StT

µRtS,T

14
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Coassociativity can be expressed by turning all of the arrows in the above
diagram around.

C[I] C[R]×C[St T ]

C[Rt S]×C[T ] C[R]×C[S]×C[T ]

∆R,StT

∆RtS,T id×∆S,T

∆R,S×id

Similarly, we an write commutativity as

M[S]×M[T ] M[T ]×M[S]

M[I]

switch

µS,T µT ,S

and cocommuativity as

C[S]×C[T ] C[T ]×C[S]

C[I]

switch

∆S,T ∆T ,S

Example 2.17. L,Σ,E,Π are all cocommutative comonoids, with operations

L[I]
∆S,T
−−−→ L[S]× L[T ]

` 7→ (`|S, `|T )

with `|S, `|T induced by ` on S.

E[I]
∆S,T
−−−→ E[S]× E[T ]

∗I 7→ (∗S, ∗T )

Σ[I]
∆S,T
−−−→ Σ[S]× Σ[T ]

F 7→ (F|S, F|T )

If F = (S1, . . . ,Sk), then F|S = (S1 ∩ S, . . . ,Sk ∩ S) with empty intersections
removed.

Remark 2.18. We have the dual notions of monoids and comonoids in species.
Monoids in the category of species are an elaboration on the idea of monoids in
sets. But what are comonoids in the category of sets?

This is a set C with a map ∆ : C → C× C. This must be coassociative and
counital. Counital means that π1∆(x) = x and π2∆(x) = x, where π1 and π2
are the projections C×C→ C. This means that in Set, each object has a unique
comonoid structure that is given by the diagonal, so they’re not that interesting
to study.

15
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Let B be a species that is both a monoid and a comonoid. This means that it
has multiplication and comultiplication maps (where I = St T ).

µS,T : B[S]× B[T ] → B[I]

(x,y) 7→ x · y

∆S,T : B[I] → B[S]× B[T ]
z 7→ (z|S, z/S)

Definition 2.19. We say that B is a bimonoid if the following holds for any
I = St T = S ′ t T ′. Let A,B,C,D denote the resulting intersections A = S∩ S ′,
B = S∩ T ′, C = T ∩ S ′, D = T ∩ T ′.

S

T

S ′ T ′
A B

C D

Then we should have that for any x ∈ B[S], y ∈ B[T ],

(x · y)|S ′ = x|A · y|C (x · y)/S ′ = x/A · y/C

Example 2.20. Recall that we have

L Σ

E Π

These are all bimonoids, and moreover they are cocommutative. Given `1 ∈ L[S],
`2 ∈ L[T ], we can check that

(`1 · `2)|S ′ = `1|A · `2|C

3 Monoidal Categories

We’re going to set aside species for now and talk about monoidal categories.
This framework will make it easier to talk about species and give a general
definition of monoids, comonoids, and bimonoids.

Remark 3.1 (Idea). A monoidal category is a category with an operation that is
associative and unital up to coherent isomorphism.

Definition 3.2. A monoical category consists of the following data:

16
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• A category C,

• A functor • : C×C→ C, called the tensor product or monoidal product,

• an object I of C called the unit object.

• natural isomorphisms α, λ, ρ

αA,B,C : (A • B) •C ∼
−→ A • (B •C)

λA : A
∼

−→ I •A

ρA : A
∼

−→ A • I

that satisfy the axioms

(A • B) • (C •D)

((A • B) •C) •D A • (B • (C •D))

(A • (B •C)) •D A • ((B •C) •D)

αA,B,C•DαA•B,C,D

αA•B•C•idD

αA,B•C,D

idA•αB,C,D

(A • I) • B A • (I • B)

A • B

αA,I,B

ρA•idB idA•λB

What if we have 5 objects? There are then 24 ways to parenthesize them,
so we’d then need to draw a diagram that is an associahedron and check that
it commutes. But it turns out that the two axioms above suffice. This is the
statement of the Coherence Theorem.

Theorem 3.3 (Coherence Theorem). All diagrams built from only α, λ, ρ and id
in a “free” monoidal category commute.

In practice, this means for us that we can pretend that the monoidal product
is associative and has a unit I. We will mostly ignore appearances of α, λ, and ρ.

Example 3.4.

(1) C = Set. The monoidal structure is the Cartesian product of sets, X× Y.
We pick a particular one-element set {∗} to be the monoidal unit.

17
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(2) C = Veck, the category of vector spaces over a field k. Then the monoidal
structure is the tensor product over k, V ⊗kW. The unit object is k itself.
Here, α : (U⊗ V)⊗W → U⊗ (V ⊗W) is the canonical isomorphism.

(3) Let G be a group and k a field. Fix a normalized 3-cocycle φ : G3 → k×.
This means that φ satisfies the equations

φ(g2,g3,g4)φ(g1,g2g3,g4)φ(g1,g2,g3) = φ(g1g2,g3,g4)φ(g1,g2,g3g4)

φ(1,g,h) = φ(g, 1,h) = φ(g,h, 1) = 1

for all g1,g2,g3,g4,g,h ∈ G.

Let C be the category of G-graded vector spaces. The objects of C are col-
lections V = (Vg)g∈G where each Vg is a k-vector space. The morphisms
f : V →W are collections f = (fg)g∈G where each fg : Vg →Wg is a linear
transformation.

The monoidal product of two objects V ,W of C is given in components by

(V •W)g =
⊕
g=xy

(Vx ⊗kWy) .

The monoidal unit I is

I =

{
k if g = 1

0 otherwise

The associativity constraint αU,V ,W : (U • V) •W → U • (V •W) has com-
ponents

((U • V) •W)g (U • (V •W))g

⊕
g=xyz (Ux ⊗ Vy ⊗Wz)

⊕
g=xyz (UX ⊗ Vy ⊗Wz)

Ux ⊗ Vy ⊗Wz Ux ⊗ Vy ⊗Wz

u⊗ v⊗w φ(x,y, z)u⊗ v⊗w

(αU,V ,W)g

∈ ∈

Definition 3.5. Let C be a monoidal category with monoidal unit I and monoidal
structure •. A triple (M,µ, ι) is a called a monoid in C if

(a) M is an object in C,

18
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(b) µ : M •M→M is a morphism in C

(c) ι : I→M is a morphism in C.

such that the following diagrams commute.

M •M •M M •M

M •M M

µ•idM

idM•µ µ

µ

I •M M •M M • I

M

ι•idM

λ
µ

idM•ι

ρ

Definition 3.6. A morphism of monoids f : M → N is a morphism in C such
that

M •M N •N

M N

f•f

µM µN

f

M N

I

f

ιNιM

Example 3.7.

(1) In Set, with monoidal structure ×, the monoids are ordinary monoids.

(2) In Veck, monoids are k-algebras.

(3) When C is the category of G-graded vector spaces, as above, and the
cocycle φ is trivial (meaning φ(g,h,k) = 1), then the monoids are G-
graded k-algebras. If G = Z2, then these are called superalgebras.

Definition 3.8. A triple (C,∆, ε) is a comonoid in C if

(a) C is an object of C

(b) ∆ : C→ C •C is a morphism of C

(c) ε : C→ I is a morphism of C

these must satisfy the dual axioms to Definition 3.5.

C C •C

C •C C •C •C

∆

∆ ∆•idC
idC•C

I •C C •C C • I

C

ε•idC idC•ε

∆
λ ρ

Likewise, a morphism of comonoids is defined dually to Definition 3.6.

Example 3.9.

19



Lecture 03: Convolution Monoids August 30, 2016

(1) In (Set,×), every object has a unique comonoid structure. What is this
structure? Well, we have ∆ : C → C× C and ε : C → {∗}. Write ∆(x) =

(∆1(x),∆2(x)) for functions ∆1,∆2 : C→ C. The counit axiom says that

x = (ε× id)(∆(x)) = (∗,∆2(x)),

so it must be that ∆2(x) = x, and likewise ∆1(x) = x. So ∆ must be the
diagonal map.

(2) In (Veck,⊗), comonoids are by definition k-coalgebras.

(3) In G-graded vector spaces, comonoids are G-graded coalgebras when φ is
a trivial cocycle.

3.1 Convolution Monoids

Definition 3.10. Let C be a monoidal category and M a monoid in C, C a
comonoid in C. Then given f,g ∈ HomC(C,M), define the convolution product
f ∗ g ∈ HomC(C,M) by

f ∗G : C
∆
−→ C •C f•g

−−→M •M µ
−→M.

Further, define u ∈ HomC(C,M) by

u : C
ε
−→ I

ι
−→M.

Proposition 3.11. HomC(C,M) is an ordinary monoid under convolution.

Proof. First, we want to check that the convolution product ∗ is associative. Take
f,g,h ∈ HomC(C,M); we want to know if f ∗ (g ∗ h) is equal to (f ∗ g) ∗ h. This
follows from the commutativity of the following diagram.

C C •C

C •C C •C •C

M •M •M M •M

M •M M

(f∗g)∗h

f∗(g∗h)

∆

∆

∆•id
(f∗g)•h

f•(g∗h)

id•∆

f•g•h

µ•id

id•µ µ

µ

Similarly, we can check that u is a unit for this monoid.
20
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Definition 3.12. Given monoidsM,N and comonoids C,D, and a morphism of
monoids φ : M→ N, let

φ# : HomC(C,M) → HomC(C,N)

f 7→ φ ◦ f

Similarly, given a morphism of comonoids ψ : C→ D, let

ψ# : HomC(D,M) → HomC(C,M)

f 7→ f ◦ψ

Proposition 3.13. φ# and ψ# are morphisms of monoids.

Proof. Observe that the following diagram commutes. This shows that φ#(f ∗
g) = φ#(f) ∗φ#(g)

M •M M

C C •C

N •N N

µ

φ•φ φ

f∗g

φ#(f)∗φ#(g)

∆

f•g

(φ◦f)•(φ◦g)
µ

4 Braided Monoidal Categories

To talk about bimonoids in general, we need to work in the slightly more specific
setting of Braided monoidal categories. This is also the setting in which we can
talk about commutative monoids and cocommutative comonoids. The braiding
is an extra structure on monoidal categories that lets us switch the two tensor
factors. Essentially, a braided monoidal category is a monoidal category that is
commutative up to the coherence axiom.

Definition 4.1. A braided monoidal category consists of

(a) A monoidal category (C, •, I)

(b) A natural isomorphism β, called the braiding

βA,B : A • B→ B •A.
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These data must satisfy the following axioms.

A • B •C B •C •A

B •A •C

βA,B•C

βA,B•idC idB•βA,C

A • B •C C •A • B

A •C • B

βA•B,C

idA•βB,C βA,C•idB

Definition 4.2. A symmetric monoidal category is a braided monoidal cate-
gory such that βB,A ◦ βA,B = idA•B.

Proposition 4.3. In a braided monoidal category, the following diagrams com-
mute.

A • I I •A

A

βA,I

ρA λA

I •A A • I

A

βI,A

λA ρA

A • B •C

B •A •C A •C • B

B •C •A C •A • B

C • B •A

βA,B•idC idA•βB,C

idB•βA,C βA,C•idB

βB,C•idA idC•βA,B

Proof. The first two aren’t hard; we will only show the hexagon to illustrate how
to apply naturality of β.

A • B •C

B •A •C A •C • B

B •C •A C •A • B

C • B •A

βA,B•C

βA,B•idC idA•βB,C

idB•βA,C
βA,C•B

βA,C•idB

βB,C•idA idC•βA,B
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Adding in the two arrows βA,B•C and βA,C•B, we see that the two triangles are
the axioms that are satisfied by the braiding and the larger square is naturality
of β.

We may interpret βA,B as a decorated braid, that looks like

βA,B =

A B

B A

β−1A,B =

B A

A B

Theorem 4.4 (Coherence). A diagram constructed out of β, id,α, λ, ρ and the
monoidal product • commutes if and only if each side of the diagram defines
the same element of the braid group.

Example 4.5. Let’s draw the hexagon from Proposition 4.3. We have that

A B C

B A C

B C A

C B A

=

A B C

A C B

C A B

C B A

because these have the same braids in the braid group B3.

=

Moreover, these have the same underlying permutation in S3, namely (13).
Hence, this guarantees commutativity of the given diagram in a symmetric
monoidal category as well.

Example 4.6.

(1) (Set,×) is a symmetric monoidal category under βX,Y : X× Y → Y × X
given by (x,y) 7→ (y, x).
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(2) (Veck,⊗) is symmetric under βV ,W : V ⊗W →W ⊗ V , v⊗w 7→ w⊗ v.

(3) Let G be an abelian group. Fix γ : G×G → k× that is bimultiplicative,
that is

γ(xy, z) = γ(x, z)γ(y, z)

γ(x,yz) = γ(x,y)γ(x, z)

(Note that these laws imply γ(x, 1) = 1 = γ(1, x)). Let C be the category
of G-graded vector spaces. View it as a monoidal category under • with
trivial associativity constraint α.

Define βV ,W : V •W →W • V as follows. It’s components are

(V •W)g (W • V)g

⊕
xy=g Vx ⊗Wy

⊕
x ′y ′=gWx ′ ⊗ Vy ′

Vx ⊗Wy Wy ⊗ Vx

v⊗w γ(x,y)w⊗ v

∈ ∈

Given x,y ∈ G such that xy = g, G abelian means that yx = g as well. So
we may choose x ′ = y, y ′ = x.

A specific instance of this is G = Zn, with q ∈ k× such that kn = 1. Then
define γ : Zn ×Zn → k× by (i, j) 7→ qij.

4.1 Monoids and Comonoids in Braided Categories

Let (C, •, I,β) be a braided monoidal category.

Proposition 4.7. Let A and B be monoids in C. Then A • B is again a monoid
under

µA•B : (A • B) • (A •A)
id•βB,A•id
−−−−−−−→ A •A • B • B µA•µB−−−−−→ A • B

ιA•B : I = I • I
ιA•ιB−−−−→ A • B

Example 4.8. In (Set,×), if A and B are monoids, then so is A× B via (a,b) ·
(a ′,b ′) = (aa ′,bb ′).
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Proposition 4.9. If C,D are comonoids, then so is C •D, with

∆C•D : C •D ∆C•∆D−−−−−→ C •C •D •D id•β•id
−−−−−→ (C •D) • (C •D)

εC•D : C •D εC•εD−−−−−→ I • I = I.
Definition 4.10. A monoid (A,µ, ι) is commutative if

A •A A •A

A

βA,A

µA µA

commutes. Dually, a comonoid (C,∆, ε) is cocommutative if

C •C C •C

C

βC,C

∆∆

commutes.

Proposition 4.11. Let B be both a monoid and a comonoid in C, a braided
monoidal category. Then the following are equivalent.

(i) ∆ : B→ B • B and ε • B→ I are morphisms of monoids.

(ii) µ : B • B→ B and ι : I→ B are morphisms of comonoids.

(iii) The following diagrams commute:

B • B B B • B

B • B • B • B B • B • B • B

µ

∆•∆

∆

id•βB,B•id
µ•µ

B • B I • I

B I

ε•ε

µ

ε

I • I B • B

I B

ι

ι

∆

I B

I

ι

id
ε

Definition 4.12. If any of the equivalent conditions in Proposition 4.11 is satis-
fied, then we call B a bimonoid.

Definition 4.13. We say that f : B→ B ′ is a morphism of bimonoids if it is both
a morphism of monoids and comonoids. We say that f : H→ H ′ is a morphism
of Hopf monoids if it is a morphism of bimonoids such that

H H

H ′ H ′

S

f f

S
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4.2 Hopf Monoids

Let (B,µ, ι,∆, ε) be a bimonoid in the braided monoidal category (C, •, I,β).
Consider the set HomC(B,B); as noted before, this is a monoid in Set under the
convolution product, with unit u : B ε

−→ I
ι
−→ B. Note that the unit is not the

identity map idB : B→ B, since ι ◦ ε 6= idB. But we can ask for it to be invertible.

Definition 4.14. We say thatH is a Hopf monoid if idH is convolution-invertible
in HomC(H,H). When it is, the convolution inverse is denoted by S and called
the antipode of H.

H •H H •H

H I H

H •H H •H

S•id

µ

ε

∆

∆

ι

id•S

µ

Remark 4.15. Let’s organize everything we’ve defined so far. Given a braided
monoidal category (C, •, I,β), we have

objects

monoids comonoids

bimonoids

Hopf monoids

Going down in the diagram adds more structure.

Example 4.16. What does this diagram look like in (Set,×)?

objects = sets

monoids = ordinary monoids comonoids = sets

bimonoids = ordinary monoids

Hopf monoids = groups
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So in the category of sets, comonoids are just sets because each set has a unique
comonoid structure given by the diagonal. We also see that every monoid is a
bimonoid, and it turns out that Hopf monoids are groups.

Why is a Hopf monoid in Set a group? Suppose that H is a Hopf monoid in
Set, with antipode S. We have that S ∗ id = u = id ∗ S. What does this mean?
Well, we have

S ∗ id : B B× B B× B B

x (x, x) (S(x), x) S(x) · x

∆ S×id µ

∈ ∈ ∈ ∈

But we also have
µ : B I B

x ∗ 1

ε ι

∈ ∈ ∈

So S ∗ id = u ⇐⇒ S(x) · x = 1 for all x ∈ B, and similarly, we see that
x · S(x) = 1 for all x ∈ B. Hence, H is a group.

Recall that if G and G ′ are groups and f : G → G ′ preserves products and
units, then f(x−1) = f(x)−1.

Proposition 4.17. If H and H ′ are Hopf monoids and φ : H→ H ′ is a morphism
of bimonoids, then φ preserves antipodes (that is, φ is a morphism of Hopf
monoids).

Proof. φ is a morphism of monoids, so φ# : Hom(H ′,H ′) → Hom(H,H ′) is a
morphism of monoids.
φ is a morphism of comonoids, so φ# : Hom(H,H) → Hom(H,H ′) is a

morphism of monoids.
We want to show that φ ◦ SH = SH ′ ◦φ, or equivalently, φ#(SH) = φ

#(SH ′).
Since φ# and φ# are morphisms of monoids then they preserve inverses. So
φ#(idH) is the convolution inverse of φ#(SH), and φ#(idH ′) is the convolution
inverse of φ#(SH ′). But these are both just φ.

φ ◦ SH = φ#(SH) = inverse of φ#(idH)

SH ′ ◦φ = φ#(SH ′) = inverse of φ#(idH ′)

But then φ#(idH ′) = φ = φ#(idH).

Proposition 4.18. The antipode of a Hopf monoid reverses products and co-
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products. That is, the following diagrams commute.

H •H H •H

H •H

H H

S•S

µ

β

µ

S

H H

H •H

H •H H •H

S

∆

∆

β

S•S

(2)

Example 4.19. In (Set,×), H is a group, and this proposition easily verified.

(x,y) (x−1,y−1)

x · y (y−1, x−1)

(x · y)−1 y−1 · x−1

Proposition 4.20. Antipode preserves units and counits. That is, the following
diagrams commute.

H H

I

S

ι ι

H H

I

ε

S

ε

Proposition 4.21. If H is commutative or cocommutative, then S2 = id.

Proof. The statements are formally dual, so if one holds, then the other one
does as well if we apply it in the opposite category. We will prove that if H
is commutative. This tells us that S is a morphism of monoids (we know that
µ ◦ β = µ, see (2)), so there is a map

S# : HomC(H,H) −→ HomC(H,H)
f 7−→ S ◦ f

Hence, S#(S) is the convolution-inverse of S#(id) = S, but S is the convolution
inverse of id and convolution inversion is involutive. Hence, S ◦ S = id.

5 Hopf Monoids in Species

5.1 Linearization

Definition 5.1. Given a set X and a field k, let kX denote the vector space
consisting of formal linear combinations of elements of X with coefficients in k.

28



Lecture 05: Vector Species September 6, 2016

We call this the linearization of X. So X is a basis for kX.

Notice that every vector space V is the linearization of a set – pick a basis X
of V , and then V ∼= kX.

Proposition 5.2.

(a) k(Xt Y) ∼= kX⊕ kY

(b) k(X× Y) ∼= kX⊗ kY.

We can elaborate on Proposition 5.2(b) to say that linearization is a monoidal
functor Set→ Veck.

Example 5.3. If a group G acts on a set X, then G acts linearly on kX. So X is a
G-set implies that kX is a kG-module.

Note that not every kG-module is the linearization of a G-set, because there
need not be any basis stable under G. In particular, if G = Sn, G acts linearly on
k by σ · λ = sgn(σ)λ, and nothing is stable under the action of G.

Remark 5.4. The dual (kX)∗ has basis {x∗ | x ∈ X}, where

x∗(y) =

{
1 if y = x

0 if not

A map f : A→ B of sets induces a linear map f : kA→ kB and then another map

f∗ : (kB)∗ −→ (kA)∗

b∗ 7−→ ∑
a∈A
f(a)=b

a∗

because

f∗(b∗)(a) = b∗(f(a)) =

{
1 if b = f(a)

0 if not

5.2 Vector Species

We’ve so far been working with set species: functors set× → Set. Let’s linearize
that.

Definition 5.5. A vector species is a functor P : set× → Vec:

• one vector space P[I] for each finite set I

• one linear map σ∗ : P[I]→ P[J] for each bijection σ : I ∼
−→ J.
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Definition 5.6. IfA is a set species, then the linearization kA is a vector species,
defined by

(kA)[I] = k(A[I])

Definition 5.7. We define the dual species by H∗[I] = H[I]∗ and on σ : I→ J a
bijection, H[σ]∗ = H[(σ∗)−1].

Remark 5.8. Not every vector species is the linearization of a set species. Given
a set species A, this is the same as a sequence of sets A[n], each with an action
of Sn.

A vector species P is now a sequence of vector species P[n], each with the
structure of a Sn-representation.

A (linearized) vector species P = kA is a sequence, as with set species, of
sets P[n] = kA[n], where each is the linearization of an Sn-set.

Definition 5.9. Given vector species P and Q, we can define their Cauchy
product (P •Q) by

(P •Q)[I] =
⊕
I=StT

P[S]⊗Q[T ]

Definition 5.10. The unit species 1 is defined by

1[I] =

{
k if I = ∅

0 if not.

Definition 5.11. Let Spk denote the category of vector species over k.

Proposition 5.12. (Spk, •, 1) is a monoidal category.

Proof sketch. We will show that (A • B) •C and A • (B •C) are canonically iso-
morphic. Both have components A[R] ⊗ B[S] ⊗ C[T ], where I = R t S t T .
Verifying the other axioms of a monoidal category are left to the reader, should
she/he be sufficiently bored.

Now that we know that Spk is monoidal, we can speak of monoids and
comonoids in Spk. What do these look like?

A monoid A consists of k-linear maps

µS,T : A[S]⊗A[T ]→ A[I].

A comonoid C consists of k-linear maps

∆S,T : C[I]→ C[S]⊗C[T ].

Unlike in the category of set species, we no longer have the notions of restriction
and corestriction; a general element of C[S]⊗ C[T ] is a linear combination of
simple tensors, and looks like

∑
i zi ⊗ z ′i. So there is more to work with in

vector species.
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Remark 5.13. However, if A is a monoid in the category of set-species, then kA
is a monoid in Spk with multiplication.

µS,T : kA[S]⊗ kA[T ] −→ kA[I]

x⊗ y 7→ x · y

for x ∈ A[S] and y ∈ A[T ].
Similarly, if A is a comonoid in the category of set-species, then kA is a

comonoid in Spk with comultiplication

∆S,T : kA[I] −→ kA[T ]

z 7−→ z|S ⊗ z/S
for z ∈ A[I].

5.3 Braidings on Spk
Fix q ∈ k×. Given vector species P,Q in Spk, define a morphism βq : P •Q→
Q • P. It’s components are

(P •Q)[I] (Q • P)[I]

⊕
I=StT P[S]⊗Q[T ]

⊕
I=S ′tT ′ Q[S ′]⊗ P[T ′]

P[S]⊗Q[T ] Q[T ]⊗ P[S]

x⊗ y q|S||T |y⊗ x

βq

∈ ∈

Remark 5.14. This braiding βq is a symmetry precisely when q = ±1. In the
case q = 1, we write β = β1.

Let’s check some of the axioms of a braiding. Let’s verify that

A • B •C B •C •A

B •A •C
β•id

βA,B•C

id•β

Look at the components:

A[R]⊗ B[S]⊗C[T ] B[S]⊗C[T ]⊗A[R]

B[S]⊗A[R]⊗C[T ]
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Let x ∈ A[R], y ∈ B[S], and z ∈ C[T ]. Then we can chase the diagram:

x⊗ (y⊗ z) q|R||StT |y⊗ z⊗ x

q|R||S|y⊗ x⊗ z q|R||S|q|R||T |y⊗ z⊗ x

Now that we’ve defined a braiding on Spk, it makes sense to talk about
bimonoids and Hopf monoids in Spk.

Proposition 5.15. If H is a finite-dimensionally valued bimonoid in Spk (each
space H[I] is finite dimensional), then it’s dual H∗ is a bimonoid in Spk.

Proof. Define H∗[S]⊗H∗[T ]→ H∗[I] as the dual of ∆S,T : H[I]→ H[S]⊗H[T ].
Define H∗[I]→ H∗[I]⊗H∗[T ] as the dual of µS,T : H[S]⊗H[T ]→ H[I].

Example 5.16. Recall that L is the set-theoretic species of linear orders on a set I.
We saw that L is a bimonoid in Spk. This implies that H = kL is a bimonoid in
Spk, and by the previous proposition, so is H∗ = (kL)∗.

What does this look like?

H∗[S]⊗H∗[T ] −→ H∗[I]

`∗1 ⊗ `∗2 7−→ ∑
`∈L[I]

`|S=`1,`|T=`2

`∗

This is called the shuffle product.
More concretely, let I = {a,b, c}. Let S = {a,b} and T = {c}. Then if `1 = ab,

`2 = c, we have that

(ab)∗ · c∗ = (abc)∗ + (acb)∗ + (acb)∗ + (cab)∗

What is the coproduct?

H∗[I] −→ H∗[S]⊗H∗[T ]

`∗ 7−→ ∑
`1∈L[S],`2∈L[T ]

`1·`2=`

`∗1 ⊗ `∗2

where ` ∈ L[I]. This is dual to µS,T : H[S]⊗H[T ]→ H[I], where µS,T (`1 ⊗ `2) =
`1`2 is the concatenation of orders. Notice that we can simplify our description
of this coproduct, because

∑
`1∈L[S],`2∈L[T ]

`1·`2=`

`∗1 ⊗ `∗2 =

{
`|S ⊗ `|T if S is initial segment under `

0 otherwise.
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Proposition 5.17. H = kL is a Hopf monoid. It’s antipode S : H → H has
components

SI : H[I] −→ H[I]

` 7−→ (−1)|I|`,

where ` is the reversal of the order ` ∈ L[I].

Proof. If I = ∅, then there’s nothing really to check.
Now we need to show that the proposed antipode is a convolution inverse

for idH.

H •H H •H

H 1 H

S•id

µ∆

ε ι

To that end, pass to components. Around the top of the diagram, we get

H[I]

∑
I=StT

∆S,T

−−−−−−−−−→ ⊕
I=StT

H[S]⊗H[T ]

⊕
SS ⊗ idT

−−−−−−−−−−→ ⊕
I=StT

H[S]⊗H[T ]

∑
I=StT

µS,T

−−−−−−−−−→ H[I]

(3)
Along the bottom of the diagram, we have just the zero map for all components
I 6= ∅.

Hence, we want to show that (3) is zero for all I 6= ∅. We are asking if, for
all ` ∈ L[I], do we have∑

I=StT
µS,T ◦ (SS ⊗ idT ) ◦∆S,T (`) = 0?

Or equivalently, does ∑
I=StT

(−1)|S|`|S · `|T = 0?

We can pair up (S, T) with (S ′, T ′) such that if #S is even, then #S ′ is odd,
and `|S · `|T = `|S ′ · `|T ′ (a sign-reversing involution).

Example 5.18. A small example to illustrate the last line of the previous proof.
If I = {a,b, c}, and ` = abc, then

S T (−1)#S`|S · `|T
∅ a,b, c +abc

a b, c −abc

b a, c −bac

c a,b −cab

a,b c +bac

a, c b +bac

b, c a +cba

a,b, c ∅ −cba
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The sum down the right-most column is zero. We pair up sets with their
compliments and the matching terms cancel.

Example 5.19. A deformation of H = kL. The species is the same as before in
Example 5.16. The product is the same as in Example 5.16 as well, but now there
is a new coproduct:

H[I] −→ H[S]⊗H[T ]
` 7−→ qaS,T (`)`|S ⊗ `|T

where
aS,T (`) = #

{
(i, j) ∈ S× T

∣∣ i > j in `
}

.

We can check coassociativity for this.

H[I] H[R]⊗H[St T ]

H[Rt S]⊗H[T ] H[R]⊗H[S]⊗H[T ]

∆R,StT

∆RtS,T id⊗∆S,T

∆R,S⊗id

` qaR,StT (`)`|R ⊗ `|StT

qaRtS,T (`)qaR,S(`|RtS)`|R ⊗ `|S ⊗ `|T qaR,StT (`)qaS,T (`|StT `|R ⊗ `|S ⊗ `|t?

To resolve whether or not the two resulting values are equal, we need to verify
that

aR,StT (`) + aS,T (`|StT ) = aRtS,T (`) + aR,S(`|RtS) (4)

The left hand side of (4) counts the pairs (i, j) such that i > j in ` and
i ∈ R, j ∈ S or i ∈ R, j ∈ T or i ∈ S, j ∈ T .

The right hand side of (4) counts pairs (i, j) such that i > j in ` and i ∈ R,
j ∈ T or i ∈ S, j ∈ T , or i ∈ R, j ∈ S.

These are the same! So coassociativity holds.

Remark 5.20. This number aS,T (`) is also known as the Schubert statistic. It’s
the dimension of the Schubert cell indexed by S in Grk(Rn) where n = |T | and
k = |S|.

5.4 Exercises

Exercise 5.21.
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(a) Check the compatibility condition for the bimonoid H defined in Exam-
ple 5.19. That is, verify that the coproduct is a morphism of monoids and
the product is a morphism of bimonoids.

(b) H is in fact a Hopf monoid in (Spk, •,βq). Show that

SI(`) = q
(|I|2 )(−1)|I|`

Exercise 5.22. Let P be the set species of partial orders. Claim that P is a
bimonoid in the category of set species. The product is

P[S]× P[T ] −→ P[I]

(p1,p2) 7−→ p1 · p2

where p1 · p2 is the ordinal sum. That is, we consider everything in p2 to be
larger than anything in p1. The coproduct is

P[I] −→ P[S]× P[T ]
p 7−→ (p|S,p|T ).

(a) Check the axioms to verify that P is a bimonoid.

(b) Let H = kP be the linearization of P. What is the antipode S? What is an
explicit description?

Exercise 5.23. Note that kP[I] has for a basis the set P[I]. Let’s write xP for the
basis element corresponding to p ∈ P[I]. Introduce a second basis {yp}p∈P[I] by

xp =
∑
q⊆p

yq

for all p ∈ P[I], where we say that q ⊆ p if we view a partial order on I as
a subset of I× I. The q’s are uniquely determined by the p’s via a recursive
system of equations.

Now consider the dual H∗, where H∗[I] = (kP[I])∗.

(a) Show that for p1 ∈ P[S], p2 ∈ P[T ],

y∗p1 · y
∗
p2

= y∗p1tp2 ,

where p1 t p2 means the partial order on St T determined by p1 and p2
with no relations between the two.

(b) For p ∈ P[I],

∆(y∗p) =

{
y∗
p|S
⊗ y∗

p|T
if S is a lower set of p,

0 otherwise.

35



Lecture 06: Connected Species September 8, 2016

We say that S is a lower set of p if i ∈ S and j ≤ i under the order p, then j ∈ S.
We might also say that S is downward closed.

Exercise 5.24. Show that the inclusion L ↪→ P is a morphism of bimonoids. Then
show that this gives

(kP)∗ −→ (kL)∗

y∗p 7−→ ∑
`∈L(p) `

∗,

where L(p) is the set of linear extensions of p,

L(p) := {` ∈ L[I] | p ≤ `}

Example 5.25. Let P be the poset on the set {a,b, c} with relations a ≤ b and
a ≤ c. Then

L (P) = {abc,acb}

5.5 Connected Species

Definition 5.26. A set species P is connected if P[∅] = {∗}. A vector species P is
connected if P[∅] = k.

Let M be a monoid in (Spk, •). Then associativity guarantees that there is a
well-defined map

M[R]⊗M[S]⊗M[T ]
µR,S,T
−−−−→M[I]

whenever I = Rt St T . More generally, if I = S1 t S2 t . . .t Sk, then there is a
well-defined map.

M[S1]⊗ . . .⊗M[Sk]
µS1 ,...,Sk−−−−−−→M[I]

Similarly, for a comonoid C, we have a well-defined map

C[I]
∆S1 ,...,Sk−−−−−−→ C[S1]⊗ . . .⊗C[Sk].

Now assume thatM and C are connected. The unit axiom says that

M[I]⊗M[∅] M[I]

M[I]

µI,∅

id

So we have that µI,∅ = id = µ∅,I. More generally,

µS1,...,Sk = µT1,...,Th
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where (T1, . . . , Th) is the sequence obtained from (S1, . . . ,Sk) by removing all
empty sets. Similarly,

∆S1,...,Sk = ∆T1,...,Tk

Recall that if f : C → M is a morphism of species, then f consists of a
collection of maps fI : C[I]→M[I], one for each I.

Definition 5.27. Let f ∈ HomSpk(C,M). Then f is locally nilpotent if (f∗k)I =
0 for all k > |I|, where f∗k denotes the k-fold iterated convolution product with
itself.

Lemma 5.28. Let M be a monoid, C a comonoid. Assume that both are con-
nected. Let f ∈ HomSpk(C,M) such that f∅ = 0. Then

(i) f is locally nilpotent, and

(ii) u− f is invertible in HomSpk(C,M), where u = ιε.

Proof. (i) The k-fold convolution product of f is

f∗k : C
∆k−1
−−−−→ C •C • · · · •C︸ ︷︷ ︸

k

f•···•f
−−−−→M • · · · •M︸ ︷︷ ︸

k

µk−1
−−−→M

with components

(f∗k)I =
∑

I=S1t...tSk

µS1,...,Sk(fS1 ⊗ · · · ⊗ fSk)∆S1,...,Sk .

If k > |I|, then at least one Sj is empty, which implies that fSj = 0, so
(f∗k)I = 0.

(ii) Consider ∑
k≥0

f∗k ∈ HomSpk(C,M).

This is well-defined because∑
k≥0

f∗k


I

=

|I|∑
k=0

(f∗k)I.

We can check that this is the inverse of u− f.

Proposition 5.29. Let H be a bimonoid in (Sp, •,βq). If H is connected, then H
is a Hopf monoid.
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Proof. We have that id = u− (u− id). Let f = u− id. Then f∅ = u∅ − id∅ = 0

because H is connected. Therefore, the following diagram commutes.

H[∅] k = 1[∅] H[∅]

id∅

u∅

εφ ι∅

5.6 Antipode Formulas

Let H be a connected Hopf monoid in Spk with antipode S : H→ H. Then we
have the following facts:

(1) S∅ = idk, and H[∅] = k, because H is connected. In general, we see that
H[∅] is a Hopf algebra and S∅ is it’s antipode.

(2)
∑
I=StT

µS,T (idS ⊗ ST )∆S,T = 0

(3)
∑
I=StT

µS,T (SS ⊗ idT )∆S,T = 0

whenever I 6= ∅.

Remark 5.30 (Preliminaries). Let V be a k-vector space. Then V ∼= k ⊗ V
naturally in V , via the map v 7→ 1⊗ v for v ∈ V .

Naturality means that given a linear map f : V → W, the following com-
mutes.

V k⊗ V

W k⊗ V
f

∼

id⊗f
∼

In the case of our connected Hopf monoidH, this natural isomorphism takes
the form

H[I] H[∅]⊗H[I]
∆∅,I

µ∅,I

and naturality looks like

H[I] H[∅]⊗H[I]

H[I] H[∅]⊗H[I]

f

∆∅,I

id⊗f

µ∅,I
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for f : H[I] → H[I] is any linear map. In particular, if f = SI : H[I] → H[I], then
this diagram above commutes. We can apply this to the antipode axioms:∑

I=StT
µS,T (idS ⊗ ST )∆S,T = 0

Rewrite this as the partition of I into S = I, T = ∅ and a bunch of other terms:

µ∅,I(id∅ ⊗ SI)∆∅,I︸ ︷︷ ︸
SI

+
∑
I=StT
T 6=I

µS,T (idS ⊗ ST )∆S,T = 0

Now rearranging terms, we get

SI = −
∑
I=StT
T 6=I

µS,T (idS ⊗ ST )∆S,T

We have proved the following proposition

Proposition 5.31 (Milnor-Moore Formula). Let H be a connected Hopf monoid
in Spk with antipode S. Then the following recursive formulas hold

SI = −
∑
I=StT
T 6=I

µS,T (idS ⊗ ST )∆S,T

SI = −
∑
I=StT
S 6=I

µS,T (SS ⊗ idT )∆S,T

Remark 5.32. Milnor-Moore are famous for many things in the study of Hopf
algebras, and their names are more commonly attached to a theorem on the
structure of Hopf algebras than the above formula.

The Milnor-Moore formula is often useful, but we would like to have a more
explicit one that isn’t recursive. Recall that in Lemma 5.28 we determined that
for our connected Hopf monoid H in Spk,

S = id−1 = (u− (u− id))−1 =
∑
k≥0

(u− id)∗k. (5)

Note that this is well-defined because by Lemma 5.28, u− id is locally nilpotent
with respect to convolution powers.

Now let f = u− id. We know two things about components of f.

(1) f∅ = u∅ − id∅ = ι∅ε∅ − id∅. SinceH is connected, we see that ι∅ε∅ = id∅.
Hence, f∅ = 0.
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(2) fI = uI − idI = ιIεI − idI for all I 6= ∅. But since the composition
H[I]

εI−→ 1[I]
ιI−→ H[I] is zero unless I = ∅, we get that fI = −idI.

We will use these facts to compute the I-component of the convolution
powers of f.

(f∗k)I =
∑

I=S1t...tSk

µS1,...,Sk(fS1 ⊗ . . .⊗ fSk)∆S1,...,Sk . (6)

and the species 1 is concentrated at ∅; that is, 1[I] = 0 for I 6= ∅. Therefore, we
can simplify (6) by

(f∗k)I =
∑

I=S1t...tSk
Si 6=∅∀ i

(−1)kµS1,...,Sk∆S1,...,Sk .

This in turn can be used to simplify (5), as

SI =
∑
k≥0

(−1)k
∑

I=S1t...tSk
Si 6=∅∀i

µS1,...,Sk∆S1,...,Sk

=
∑
F∈Σ[I]

(−1)`(F)µF∆F

Here, F ∈ Σ[I] is a composition of I. We have proved

Proposition 5.33 (Takeuchi’s Formula). IfH is a connected Hopf monoid in Spk,
then

SI =
∑
F∈Σ[I]

(−1)`(F)µF∆F.

Let’s apply Proposition 5.33 and Proposition 5.31 to some examples.

Example 5.34. Let G be the set species of simple graphs. This means that

G[I] =
{
g | g is a simple graph with vertex set I

}
For example, the simple graphs on the vertex set I = {a,b, c} are

b

a c

b

a c

b

a c

b

a c

b

a c

b

a c

b

a c

b

a c
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Notice that
#G[I] = 2(

#I
2).

This is a set sepecies, and a bimonoid in the category of set species. The
product is the union of graphs, and the coproduct is

G[I] −→ G[S]×G[T ]
g 7−→ (g|S,g|T )

where g|S is the induces subgraph on vertex set S ⊆ I. Hence, G is a bimonoid
in the category of set species, which implies kG is a bimonoid in Spk.

It is connected, so it is a Hopf monoid. So what is S? Let’s compute. Consider

g =
b

a c

Then, using Takeuchi’s Formula, we see that

F (−1)`(F) µF∆F (g)

abc −1
b

a c

a|bc +1
b

a c

bc|a +1
b

a c

b|ac +1
b

a c

ac|b +1
b

a c

c|ab +1
b

a c

ab|c +1
b

a c

a|b|c −1
b

a c

...
...

...

c|b|a −1
b

a c

Therefore, we get

SI

(
b

a c

)
= −

(
b

a c

)
+ 2

(
b

a c

+
b

a c

)
− 4

(
b

a c

)
We can use this example to figure out what the antipode looks like for G[I]

in general, although it would take a lot of work to prove this right now.
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Proposition 5.35. For any g ∈ G[I],

SI(g) =
∑

h flat of g

(−1)c(h)a(g/h)h,

where

• c(g) is the number of connected components of g;

• a(g) is the number of acyclic orientations of g;

• g/h is the graph obtained by contracting each edge in h ⊆ g (and remov-
ing multiple edges);

• h is a flat of g according to Definition 5.36.

For example,

g =
b

a c

, h =
b

a c

g/h =
b = c

a

Definition 5.36. A graph h is a flat of a graph g if both g,h ∈ G[I] and for each
connected component C of h, h|C = g|C.

Equivalently, if two vertices are connected by a path in h and an edge in g,
then that edge belongs to h.

Example 5.37. Let’s calculate the antipode of kΣ, where Σ is the species of
compositions. THis is easier than the computation for G, because Σ = L ◦ E+
whereas G = E ◦Gconn, where Gconn is the species of simple connected graphs.

Suppose that F = (S1, . . . ,Sk) ∈ Σ[I]. This implies that F =⊥S1 · · · · · ⊥Sk ,
where ⊥I= (I) is the unique composition of I as a single block.

So we see that
SI(F) = SSk(⊥Sk) · · · SS1(⊥S1). (7)

Hence, we only need to compute SI(⊥I). We can do this using Takeuchi. First,
recall that

∆S,T (F) = F|S ⊗ F|T ,

where F|S = (S1 ∩ S, . . . ,Sk ∩ S), removing any empty intersections.
Now we apply Takeuchi for ⊥I.

SI(⊥I) =
∑
F∈Σ[I]

(−1)`(F)µF∆F(⊥I)

=
∑
F∈Σ[I]

(−1)`(F)F
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Then feeding this back into (7), we get

SI(F) =
∑

Fi∈Σ[Si]
i=1,...,k

(−1)`(F1) · · · (−1)`(Fk)Fk · · · · · F1.

We can simplify this if we set G = Fk · · · · · F1, then

SI(F) =
∑

G : F≤G

(−1)`(G)G

where F is the reversal of F (that is, the sum is over all refinements G of the
reversal F of F).

Example 5.38. Recall that Π = S(E+), that is, Π is the free monoid on E+. The
generators are the one-block partitions ⊥I= {I} ∈ Π[I].

Let’s compute the antipode of kΠ, where Π is the species of partitions. Let
X ∈ Π[I]. Then

SI(X) =
∑

Y : X≤Y
(−1)`(Y)

(
Y/X

)
! Y

where
(
Y/X

)
! is the integer (

Y/X
)
! =
∏
B∈X

mB!

wheremB is the number of blocks of Y refining the block B of X.

Alternatively, we can find the antipode using the surjective morphism Σ
S
−→

Π given by taking a composition F to the underlying partition of F.

Exercise 5.39. Let f : Π→ G be the unique morphism of monoids such that

f(⊥I) = kI,

where kI is the complete graph on I.

(a) Show that f is a morphism of Hopf monoids.

(b) Deduce the antipode formula for Π from that for G.

5.7 Convolution Monoids

In (Set,×), let X be a monoid. Consider µ : X× X→ X, given by (x,y) 7→ xy. Is
µ a morphism of monoids?

µ(x,y)µ(x ′,y ′) = xyx ′y ′

µ
(
(x,y)(x ′,y ′)

)
= µ(xx ′,yy ′) = xx ′yy ′

This is a morphism of monoids if and only if X is commutative.
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Lemma 5.40. Let (M, ι,µ) be a monoid in the braided monoidal category (C, •,β).
Then µ is a morphism of monoids if and only ifM is commutative.

Proof. (=⇒). Exercise.
(⇐=). Let’s write down what it means for µ to be a morphism of monoids.

It must preserve respect the multiplication structure onM •M,

(M •M) • (M •M) M •M

M •M •M •M

M •M M

id•β•id

µ•µ

µ

µ•µ
µ

(8)

and it must also respect the identity.

M •M M

I • I I

µ

ι•ι ι (9)

To show that the first diagram (8) commutes, we can fill it in

(M •M) • (M •M) M •M

M •M •M •M M •M •M

M •M M

id•µ•id
id•β•id

µ•µ

µ

µ•µ

id•µ•id

µ(2)

µ

where µ(2) = µ(µ • id) = µ(id • µ). The triangle commutes by commutativity
ofM, and the two squares commute by associativity. Hence Eq. (8) commutes.
To show that Eq. (9) commutes, we fill it in.

M •M M

I •M

I • I I

µ

ι•id

id•ι
ι•ι ι

The left triangle commutes by functoriality of •, and the top triangle commutes
by a unit law, and the square commutes by naturality. Hence Eq. (9) commutes.
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Remark 5.41 (Recall). If C is a comonoid in C and M is a monoid in C, then
HomC(C,M) is a monoid in (Set,×) under convolution.

Now let B be a bimonoid. Look at

HomMon(C)(B,M) ⊆ HomC(B,M),

where Mon(C) is the category of monoids in C and monoid morphisms. We
can ask when this is a submonoid of the convolution monoid HomC(B,M).

The answer is not always.

Exercise 5.42. If f,g : B → M are morphisms of monoids, then f • g is a mor-
phism of monoids as well.

Proposition 5.43. IfM is commutative, then HomMon(C)(B,M) is a submonoid
of HomC(B,M)

Proof. Take f,g : B → M a morphism of monoids. Then f ∗ g = µ ◦ (f • g) ◦ ∆.
We know that

→ ∆ : B→ B • B is a morphism of monoids by a bimonoid axiom

→ f,g are morphisms of monoids, so f • g is a morphism of monoids as well
by Exercise 5.42

→ M commutative, so µ : M•M→M is a morphism of monoids by Lemma 5.40.

Therefore, f ∗ g is a morphism of monoids.
We also need to know that the unit u = ι ◦ ε of HomC(B,M) is a morphism

of monoids. But we know that

→ ε : B→ I is a morphism of bimonoids by a bimonoid axiom

→ ι is always a morphism of monoids.

Therefore, µ is a morphism of monoids.

Definition 5.44. IfM is a monoid in Set, letM× denote the group of invertible
elements inM.

Proposition 5.45. If H is a Hopf monoid with antipode S,M a monoid, then

HomMon(C)(H,M) ⊆ HomC(H,M)×

In fact, the inverse of a morphism of monoids φ : H→M is φ ◦ S.
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Proof.
φ# : HomC(H,H) −→ HomC(H,M)

f 7−→ φ ◦ f

This is a morphism of ordinary monoids, so we see that φ#(S) is the con-
volution inverse of φ#(id). Hence, φ ◦ S is the convolution inverse of φ in
HomMonC(H,M).

Corollary 5.46. If H is a Hopf monoid and M is a commutative monoid, then
HomMon(C)(H,M) is a subgroup of HomC(H,M)×.

Proof. We need to show that φ ◦ S is again a morphism of monoids when φ is.
We know that φ is a morphism of monoids, and so preserves products. But S is
an antimorphism of monoids, and therefore reverses products. So φ ◦ S is an
antimorphism as well. ButM is commutative, so φ ◦ S preserves products and
is therefore a morphism of monoids.

6 Characters

Definition 6.1. LetH be a Hopf monoid in Spk. A character onH is a morphism
of monoids φ : H→ kE.

This amounts to a collection of k-linear maps φI : H[I] → kE[I] ∼= k, such
that

φ∅(1) = 1,

φI(x · y) = φS(x)φT (y)

for all x ∈ H[S] and y ∈ H[T ] such that I = S t T . The multiplication above is
multiplication in k. Also

φJ(σ
∗(x)) = φI(x)

for all σ : I ∼
−→ J and all x ∈ H[I].

Definition 6.2. Let X(H) be the set of characters on H.

By Corollary 5.46, X(H) is a group under convolution. Explicitly, the convo-
lution of two characters is given by

(φ ∗ψ)I =
∑
I=StT

(φS ⊗ψT ) ◦∆S,T

We omit the µ : kE[S]⊗ kE[T ] → kE[I] because kE[J] ∼= k for all J and k⊗ k is
canonically isomorphic to k. So the codomain is k⊗ k ∼= k.
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The unit u is then

uI =

{
ε∅ : H[∅]→ k if I = ∅

0 if I 6= ∅

The convolution inverse of φ is φ−1 = φ ◦ S, as in Proposition 5.45. So

(φ−1)I = φI ◦ SI

Example 6.3. What is X(kE)? Let’s take φ ∈ X(kE). Because φ is multiplicative,
it suffices to consider only singleton sets. Let X = {∗X} We have that kE[{∗X}] =
k{∗X}, so write φX(∗X) = λ ∈ k, independent of X.

Then for any set I,

φI(∗I) = φI

(∏
i∈I
∗{i}

)
= λ#I.

Define X(kE) −→ (k,+) by φ 7→ λ. If φ corresponds to λ ∈ k and ψ

corresponds to µ ∈ k, then

(φ ∗ µ)I(∗X) = φX(∗X)ψ∅(∗∅) +φ∅(∗∅)ψX(∗X) = λ · 1+ 1 · µ.

Proposition 6.4. X(kΠ) ∼=

∑
m≥0

an
xm

m!
∈ k[[x]]

∣∣∣∣∣∣ a0 = 1

.

The right-hand side of the above is a group under multiplication.

Proof. Define the map

X(kΠ)
∼=
−→ {∑

m≥0 an
xm

m! ∈ k[[x]]
∣∣∣ a0 = 1

}
φ 7−→ ∑

m≥0 an
xm

m!

where am = φ[m](⊥[m]).
As we discussed long ago in our discussion of free commutative monoids,

Π is free on the generators ⊥I. This tells us that the map above is a bijection.
Now we have to check that the convolution product on X(kΠ) corresponds to
multiplication of power series.

(φ ∗ψ)[m](⊥[m]) =
∑

[m]=StT
(φS ⊗φT )∆S,T (⊥[m])

=
∑

[m]=StT
φS(⊥S)ψT (⊥T )

=
∑

m=i+j

(
m

i

)
φ[i](⊥[i])ψj(⊥[ j])

=
∑

m=i+j

(
m

i

)
aibj
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Therefore, if

φ 7→ ∑
m≥0

am
xm

m!
and ψ 7→ ∑

m≥0
bm

xm

m!

Then

(φ ∗ψ) 7→ ∑
m≥0

 ∑
m=i+j

(
m

i

)
aibj

 xm

m!

=
∑
i,j≥0

ai
xi

i!
bj
xj

j!

=

∑
m≥0

am
xm

m!

∑
n≥0

bn
xn

n!


Example 6.5 (An Application). Let

a(x) =
∑
m≥0

am
xm

m!

with a0 = 1. Let

b(x) =
1

a(x)
=
∑
m≥0

bm
xm

m!
.

We want an explicit expression for bm in terms of the am. We could do it by
hand, but that’s gross. If we did it anyway, we’d see that

b0 = 1

b1 = −a1
b2
2! = a21 −

a2
2

b3
3! = −a31 − a1a2 − a3

...

Fortunately, there’s a better way.
Let φ ∈ X(kΠ) correspond to a(x). Then φ−1 = φ ◦ S corresponds to b(x).

Hence,
bm = (φ−1)[m](⊥[m]) = φ[m](S[m](⊥[m]))

Recall that for X ∈ Π[I],

SI(X) =
∑

Y : X≤Y
(−1)`(Y)

(
Y/X

)
! Y
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S[n](⊥[n]) =
∑

Y∈Π[n]

(−1)`(Y)`(Y)! Y (10)

b0 = a0φ[n](Y) =
∏
B∈Y

φB(⊥B) =
∏
B∈Y

a#B (11)

Therefore, combining (10) and (11), we see that

bn =
∑

Y∈Π[n]

(−1)`(Y)`(Y)!
∏
B∈Y

a#B

For example,
n = 1 : Y =⊥[1] =⇒ b1 = −a1

n = 2 :
Y =⊥[2]= 12

Y = 1|2

}
=⇒ b2 = −a2 + 2a

2
1

n = 3 :

Y = 123

Y = 1|23

Y = 2|13

Y = 3|13

Y = 1|2|3


=⇒ b3 = −a3 + 3 · 2!a1a2 − 3!a31

Remark 6.6. X(kL) ∼= X(kE)

X(kΣ) ∼= X(kΠ)

The reason is that characters factor, so the following diagrams commute

kL kE

kE

φ

S
φ̂

kΣ kE

kΠ

φ

S
φ̂

6.1 Lagrange Inversion

Recall the inverse function theorem from analysis.

Theorem 6.7 (Inverse Function Theorem). Suppose that f : R → R is differen-
tiable around a, f(a) = b, f ′(a) 6= 0. Then f−1 exists in a neighborhood of b
and

f−1(b) = a, (f−1) ′(b) =
1

f ′(a)
.

There is an analogous statement for formal power series, which we will
recover using Hopf monoids in the category of species.
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6.2 Formal Diffeomorphisms

Definition 6.8. The set of formal diffeomorphisms of the line is

Diff1 =

∑
n≥0

anx
n ∈ k[[x]]

∣∣∣∣∣∣ a0 = 0,a1 = 1

 .

Definition 6.9 (Notation). If we are interested in the coefficient of xn in the
power series f(x) =

∑
n≥0 anx

n, then we use the notation

[xn]f(x) = an.

Definition 6.10. Let f(x) = x+ a2x
2 + a3x

3 + . . . ∈ Diff1. Then denote the
coefficients of the i-th power of f(x) by

f(x)i = xi + ai,i+1x
i+1 + ai,i+2x

i+2 + . . .

Definition 6.11. Given f(x) =
∑
n≥1 anx

n, g =
∑
m≥1 bmx

m, define their
composition (f ◦ g)(x) ∈ Diff1 by

(f ◦ g)(x) =
∑
i≥1

aig(x)
i

The right hand side of (f ◦ g)(x) in the definition above is an infinite sum of
power series, we need to check that it’s well-defined. But since g(x)i starts with
xi, the coefficient of xn in (f ◦ g)(x) is

[xn](f ◦ g)(x) = [xn]

n∑
i=1

aig(x)
i =

n∑
i=1

ai
∑

j1+...+ji=m

bj1 · · · bji .

Hence the coefficient of xn is a finite sum, for all n. Hence, the composite is
well-defined.

Proposition 6.12 (Formal inverse function theorem). Diff1 is a group with unit
x under composition.

Proof. The proof that x is a unit is easy. It’s slightly harder to see associativity,
and a bit messy, but not hard.

The meat of this theorem is producing the inverse for any given power
series f(x) =

∑
n≥0 anx

n. It’s enough to show that every g(x) ∈ Diff1 has a
left-inverse f(x). (This is because, once every element has a left inverse, then
the left inverse f of an element g has a left inverse h, hf = 1, then we can show
that h = g.)

To see that f(x) has a left-inverse, we can solve the system of equations

m∑
i=1

ai
∑

j1+...+ji=m

bj1 · · · bji =
{
1 if n = 1

0 if n > 1
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for an in terms of the sequence bn. We know that we can always solve this
system because there is only one term with an in it in the n-th equation, and
knowing bi for all i and ai for i < n lets us solve for an.

For example, when n = 1,

a1b1 = 1 =⇒ a1 =
1

b1
= 1

When n = 2,
a1b2 + a2b

2
1 = 0 =⇒ a2 = −b2

When n = 3,

a1b2 + a2(b1b2 + b2b1) + a3b
3
1 =⇒ a3 = −b33 + 2b

2
2.

Definition 6.13 (Notation). If g(x) has composition-inverse f(x), then we write
g(x)〈−1〉 = f(x).

Theorem 6.14 (Combinatorial Lagrange Inversion). Let g(x) ∈ Diff1 with composition-
inverse g(x)〈−1〉. Then the coefficient of xn in g(x)〈−1〉 is given by the formula

[xn]g(x)〈−1〉 =
∑

t∈PRT(n)

(−1)i(t)
∏
v∈I(t)

bc(v),

where

• PRT(n) is the set of planar rooted trees with n leaves

• I(t) is the set of internal nodes (non-leaves)

• i(t) = |I(t)|

• c(v) is the number of children of a node v (internal or root).

Example 6.15. PRT(4) consists of all planar rooted trees with four leaves. The
trees below are some examples of planar rooted trees with four leaves. (Note to
reader: I refuse to draw all of them).

We can use this to compute

[x4]g(x)〈−1〉 = −b4 + 5b3b2 − 5b
3
2
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6.3 Sewing and Ripping

Let W be the species of simple graphs (we called it G previously), but with a
new Hopf monoid structure.

µS,T : W[S]×W[T ] −→ W[I]

(g1,g2) 7−→ g1 ∪ g2

∆S,T : W[I] −→ W[S]×W[T ]

g 7−→ (g|S,g/S)

where

• g/S is g but only with the edges incident to T (rip off S).

• g|S is g where we keep edges incident to S and sew in edges between u
and vwhen there is a T -thread between u and v.

A T -thread is a path connecting 2-vertices u, v in S through vertices in T .

S T

•

•

•

•

•

•

•

•

•

g

S

•

•

•

•

•

g|S

T•

•

•

•

g/S

Proposition 6.16. kW is a connected Hopf monoid.

Proof. It is enough to check that, if I = S t T = S ′ t T ′, A = S ∩ S ′, B = S ∩ T ′,
C = T ∩ S ′, D = T ∩ T ′. then

(g1 · g2)|S ′ = g1|A · g2|B.

S

T

S ′ T ′
A B

C D

But this is relatively easy to check.
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Definition 6.17. Now letWp be the submonoid ofW generated by paths.

This next example will be useful in the next definition.

Example 6.18. Let

p =

a b c d e f

and S = {a, c,d}, T = {b, e, f}.

p|S =

a c d

p/S =

b e f

Example 6.19. More generally, write S = {s1, . . . , sh} with s1 < . . . < sh along
the path. Count elements in T between each pair of consecutive elements of S,
including to the left of s1 and to the right of sh. Then let

K0 = |T ∩ (−∞, s1)|

K1 = |T ∩ (s1, s2)|
...

Kh = |T ∩ (sh,+∞)|

Then p|S is a path on h vertices, while p/S is a product of paths in K0, K1, . . . ,
Kh elements.

s1 b s2 sh e f
+∞−∞

K0=0 K1=1 K2=0 K3=2

Note that
K0 +K1 + . . .+Kh = |T | = n− 1− h

and moreover, the values K0, . . . ,Kh determine S and T uniquely.

Proposition 6.20.

(i) Wp is free commutative on paths.

(ii) Wp is a Hopf submonoid.

(iii) X(Wp) ∼= Diff1.
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Proof.

(i) Clear.

(ii) Let p be a path on I = S t T . Then p|S is again a path, while p/S is a
product of paths. In any case, both terms are inWp. Since ∆ is a morphism
of monids, then this implies ∆(Wp) ⊆Wp •Wp.

(iii) Define X(Wp)→ Diff1 by

φ 7−→ ∑
n≥1

anx
n

by saying that an = φ(p) where p is any path on n− 1 vertices. This is
well-defined by naturality because any 2 paths on the same number of
vertices are isomorphic.

In particular, a1 = φ(1) = 1.

SinceWp is free commutative on paths, then this is a bijection. We need
to verify that this is a group homomorphism.

Suppose that

φ 7−→ f(x) =
∑
n≥1

anx
n

ψ 7−→ g(x) =
∑
n≥1

bnx
n

Suppose also that
φ ∗ψ 7−→ ∑

n≥1
cnx

n

Then
cn = (φ ∗ψ)(p) =

∑
I=StT

φ(p|S)ψ(p/S)

Make the change of variables h = |S| and m− 1− h = |T |, (see Exam-
ple 6.19) to get

cn =

n−1∑
h=0

∑
K0+K1+...+Kh=n−1−h

ah+1bK0+1bK1+1 · · · bKh+1

And then again making a change of variables with i = h+ 1 and jr =

Kr−1 + 1, we have

cn =

m∑
i=1

∑
j1+...+ji=m

aibj1 · · · bji = [xn](f ◦ g)(x),

as we wanted.
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Theorem 6.21. Let p be a path on n− 1 vertices. Then the antipode S ofWp is

S(p) =
∑

t∈PRT(n)

(−1)i(t)
∏
v∈I(t)

pv

where pv is the path on the labels visible from v, when we label the n− 1 regions
between leaves of twith the elements of I, according to p.

Example 6.22.

Tree pv

a b c
a b c

a b c
a b c

a b c

a b c

S

( a b c )
= −

( a b c )
+ 2

( a b c )

+ 2

( a b c )
+

a b c

− 5

( a b c )
Corollary 6.23 (Lagrange Inversion). Let g(x) =

∑
n≥1 bnx

n, and suppose
that ψ ∈ X(Wp) is such that ψ 7→ g(x) under the isomorphism of groups
Wp ∼= X(Wp). Then

[xn]g(x)〈−1〉 = (ψ ◦ S)(p)

and ψ(pv) = bc(v).

6.4 Invariants from Characters

Remark 6.24 (Convention). Throughout this section, assume that k is a field of
characteristic zero.
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Definition 6.25. Let H be a connected Hopf monoid in Spk, and φ ∈ X(H) a
character. Define χ : H×N→ k by

χI : H[I]×N −→ k

(x,n) 7−→ φ∗nI (x)

We call χ the invariant associated to the character φ.

For each n ∈N, consider the function

χ( · ,n) = φ∗n : H→ E,

that is, χ takes the n-th convolution power of φ. The symbol · represents an
empty spot where we will later plug in inputs. Note that χ( · , 1) = φ and
χ( · , 0) = u. Moreover, for each finite set I, we have

χI( ·n) : H[I]→ k

a linear functional. Fix x ∈ H[I], and let n vary; then we obtain a function

χI(x, · ) : N→ k.

Explicitly, we have a function χI : H[I]×N→ k for each finite set I.

χI(x,n) =
∑

I=S1t...tSn

(
φS1 ⊗ · · · ⊗φSm

)
∆S1,...,Sn(x).

There are n#I summands, in bijection with functions f : I→ [n] such that Si =
f−1(i).

Definition 6.26. We say that x ∈ H[I] and y ∈ H[J] are isomorphic if there
exists σ : I ∼

−→ J such that σ∗(x) = y.

This next proposition explains the term invariant.

Proposition 6.27. If x,y ∈ H[I] are isomorphic, then χI(x,n) = χI(y,n).

Proof. Indeed,

χJ(y,n) = (φ∗n)J(y) = (φ∗n)J(σ
∗(x)) = (φ∗n)I(x) = χI(y,n)

Proposition 6.28. χI(x, · ) is a polynomial function of n: there is p(t) ∈ k[t] such
that p(n) = χI(x,n) and degp(t) ≤ |I|.

Proof. We can use the binomial theorem in HomSpk(H,E), which is an algebra
under convolution.

χ( · ,n) = φ∗n = (φ− u+ u)∗n =

n∑
`=0

(
n

`

)
(φ− u)∗` ∗ u∗(n−`)
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But recall that u is the convolution identity, so we can omit the term u∗(n−`).
Recall also that φ− u is locally nilpotent by Lemma 5.28, so

χI(x,n) =
n∑
`=0

(
n

`

)
(φ− u)∗`(x) =

#I∑
`=0

(φ− u)∗`

But we have here that (φ− u)∗`I (x) ∈ k, and
(
n
k

)
is a polynomial function of n.

So we take

p(t) =

|I|∑
`=0

(φ− u)∗`I (x)

(
t

k

)
,

where (
t

`

)
=
1

`!
t(t− 1) · (t− `+ 1) ∈ k[t].

Example 6.29. Let H = kG. Let φ : H→ E be the morphism of species defined
by

φI(g) =

{
1 if g is discrete

0 otherwise

Then φ ∈ X(H) because, for any two graphs, g1 ∪ g2 is discrete if and only if
g1 and g2 are discrete. We have that

χI(g,n) =
∑

I=S1t...tSn

(φS1 ⊗ . . .⊗φSn)∆S1,...,Sn(g)

=
∑

I=S1t...tSn

φS1(g|S1) · · ·φSn(g|Sn)

= #
{
(S1, . . . ,Sn)

∣∣∣∣ I = S1 t . . .t Sn,g|Si is discrete for all i
}

= #
{
f : I→ [n]

∣∣∣∣ g|f−1(i) discrete for all i
}

= #
{

proper n-colorings of g
}

Then χI(g, · ) is the chromatic polynomial of g.

Exercise 6.30. Fix q ∈ k. If instead we let φ : kG→ E be

φI(g) = q
# edges of g.

Calculate χI(g, · ) and check that it is (a reparameterization of) the Tuttle poly-
nomial of g.
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Example 6.31. Let H = (kP)∗, where P is the species of partial orders as in
Exercise 5.22. Recall the operations on the basis y∗p, which we will instead
denote by p for this example. We write p1 · p2 for the union of partial orders.
Recall

∆S,T (p) =

{
p|S ⊗ p|T if S is a lower set of p

0 otherwise.

Note that

∆R,S, T(p) =

{
p|R ⊗ p|S ⊗ p|T if Rt S, R are lower sets of p

0 otherwise.

Let φ : (kP)∗ → E be

φI(p) =

{
1 if p is discrete

0 otherwise.

Then

χI(p,n) =
∑

I=S1t...tSn
S1t...tSi is a lower set of p

φS1(p|S1) · · ·φSn(p|Sn)

= #
{
f : I→ [n]

∣∣∣∣ f−1([i]) lower set of p for all i, f−1(i) discrete
}

= #
{

#f : I→ [n]

∣∣∣∣ f strictly order preserving
}

This means that x < y in p implies f(x) < f(y) in [n].
(We can see the last two lines are equivalent as follows. Take y ∈ f−1([i])

and x ≤ y in p. Then f(x) ≤ f(y) ∈ [i] =⇒ f(x) ∈ [i] =⇒ x ∈ f−1([i]).)
So χI(p · ) is the strict order polynomial of p.

Exercise 6.32. Given g ∈ G[I], and an acyclic orientation α of g, let gα ∈ P[I] be
the partial order on I given by x ≤ y if there is a path x → . . . → y in g, with
edges directed according to α. Define ρ : kG→ (kP)∗ by

φI(g) =
∑

α∈AO(G)

gα,

where AO(G) is the set of acyclic orders on G.
Show that ρ is a morphism of Hopf monoids and, for ζ a character of kG

and φ a character of (kP)∗ as before, the following commutes.

kG (kP)∗

E

ρ

ζ φ
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Proposition 6.33 (Functoriality of χ). Let ρ : H → H ′ be a morphism of Hopf
monoids and φ,φ ′ characters such that

H H ′

E

ρ

φ φ ′

Then χI(x, t) = χ ′I(ρI(x), t) for all x ∈ H[I] for all I.

Proof.

χ ′I(ρI(x),n) = (φ ′
∗n

)I(ρI(x))

= (φ ′
∗n ◦ ρ)I(x)

= ρ#(φ ′
∗n

)I(x)

= (φ#(φ ′)∗n)I(x)

= (φ ′ ◦ ρ)∗nI (x)

= (φ∗n)I(x) = χI(x,n)

Note that ρ# preserves convolution because ρ is a morphism of comonoids.

Example 6.34. A consequence of this is that the chromatic polynomial of G is
the sum over all acyclic orderings α of G of the strict order polynomial of the
orderings α

χkGI (g, t) =
∑

α∈AO(G)

χ
(kP)∗

I (gα, t)

Proposition 6.35. (i) Let x ∈ H[S], y ∈ H[T ]. Then χI(x ·y, t) = χS(x, t)χT (y, t)
as polynomials in k[t].

(ii) Let z ∈ H[I]. Then, as polynomials in k[s, t],

χI(z, t+ s) =
∑
I=StT

χS(z|S, s)χT (z/S, t).

Proof.

(i) χI(x · y,n) = (φ∗n)I(x · y) = (φ∗n)S(x)(φ
∗n)T (y) = χS(x,n)χT (y,n)

(ii)

χI(z,m+n) = (φ∗(m+n))I(z)

= (φ∗m ∗φ∗n)I(z)

=
∑
I=StT

(φ∗m)S(z|S)(φ
∗n)T (z/T )

=
∑
I=StT

χS(z|S,m)χT (z/S,n).
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Fix x ∈ H[I], and consider the polynomial χI(x, t) ∈ k[t]. By construction,
the values of n ∈ N have a combinatorial interpretation when plugged into
χI(x, · ), because

χI(x,n) =
∑

I=S1t...tSn

(φS1 ⊗ · · · ⊗φSn)∆S1,...,Sn(x).

But since χI(x, t) a polynomial, we can evaluate it at any scalar, in particular for
any t ∈ Z including t < 0.

What is the combinatorial interpretation for χI(x,−n)?

Lemma 6.36. In a ring, if a is nilpotent, then a+ 1 is invertible and

(a+ 1)−1 =
∑
k≥0

(−1)kak.

More generally,

(a+ 1)−n =
∑
k≥0

(
−n

k

)
ak.

Proposition 6.37 (Reciprocity).

(i) χI(x,−1) = φI(SI(x))

(ii) χI(x,−n) =
∑

I=S1t...tSn

(φS1 ⊗ · · · ⊗φSn)(SS1 ⊗ . . .⊗ SSn)∆S1,...,Sn(x)

Proof. Note that (i) is a special case of (ii), so we will only prove (ii).

Recall that χI(x, t) = p(t) where

p(t) =
∑
k≥0

(φ− u)∗kI (x)

(
t

k

)

This implies that

χI(x,−n) =
∑
k≥0

(φ− u)∗kI (x)

(
−n

k

)
.

Then apply Lemma 6.36. So

χI(x,−n) =
∑
k≥0

(φ− u)∗kI (x)

(
−n

k

)
= (φ− u+ u)

∗(−n)
I (x)

= (φ∗(−n))I

= (φ−1)∗nI = ((φ ◦ S)∗n)I
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Remark 6.38 (Recall).

kG (kP)∗

E

ρ

ζ φ

φI(p) =

{
1 if p discrete

0 otherwise.

ζI(p) =

{
1 if g is discrete

0 otherwise.

ρI(g) =
∑

α∈AO(g)

gα

Proposition 6.39.

(i) φ−1
I (p) = (−1)|I| for all p ∈ P[I].

(ii) ζ−1I (g) = (−1)|I|a(g), where a(g) = #AO(g).

Proof.

(i) Define ψ : (kP)∗ → E by ψI(p) = (−1)|I|.

(φ ∗ψ)I(p) =
∑
I=StT

S lower set of p

φ(p|S)ψ(p|T )

=
∑
I=StT

S lower set of p
p|S discrete

(−1)|T |

= (−1)|I|
∑

S⊆min(p)

(−1)|S| =

{
(−1)|I| if min(p) = ∅

0 otherwise.

Here min(p) is the set of minimal elements of the poset p. So we have
shown that ψ is the convolution inverse of ψ.

(ii) ρ# : X((kP)∗)→ X(kG) is a morphism of groups. We have that

ρ#(φ) = φ ◦ ρ = ζ

Which then implies that φ#(ρ−1) = ζ−1, so ζ−1 = φ−1 ◦ ρ. Thus,

ζ−1I (g) = φ−1
I

 ∑
α∈AO(g)

gα

 = (−1)|I|(#AO(g)) = (−1)|I|a(g).
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Exercise 6.40.

(a) Derive an antipode formula for (kP)∗ and deduce from it Proposition 6.39(i).

(b) Deduce Proposition 6.39(ii) from the antipode formula for kG.

Recall from Example 6.31 that the invariant associated to the character
φ : (kP)∗ → E is

χI(p)(n) = #
{
f : I→ [n] | f is strictly order preserving

}
.

We say that f : I→ [n] is strictly order preserving if i < j in p implies f(i) < f(j)
in [n].

Proposition 6.41.

χI(p)(−n) = (−1)|I|#
{
f : I→ [n] | f is order preserving

}
.

Notice that here, f need not be strictly order preserving.

Proof.

χI(p)(−n) = φ
∗(−n)(p)

= (φ−1)∗nI (p)

=
∑

I=S1t...tSn

(φ−1
S1
⊗ · · · ⊗φ−1

Sn
)∆S1,...,Sn(p)

=
∑

I=S1t...tSn
S1t...tSi is a lower set of p for all i

φ−1
S1

(p|S1) · · ·φ
−1
Sn

(p|Sn)

= (−1)|I|#
{
(S1, . . . ,Sn)

∣∣∣∣ I = S1 t . . .t Sn,
S1 t . . .t Si is a lower set of p for all i

}
To make the translation between this and what we want, set f−1([i]) = S1 t
. . .t Si, and then we have exactly that

χI(p)(−n) = (−1)|I|#
{
f : I→ [n] | f is order preserving

}
.

Remark 6.42. In Stanley’s book, the notation that he uses is χI(p,n) = Ω(p,n)
for the strict order polynomial, and χI(p,−n) = Ω(p,−n) for the order polyno-
mial.

Proposition 6.43 (Stanley’s Negative One Color Theorem). Consider the invari-
ant associated to ζ:

χI(g)(n) = #
{
f : I→ [n] | f proper coloring

}
.

Then χI(g)(−1) = (−1)|I|a(g).
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Proof. By combining Proposition 6.39 and Proposition 6.41, we see that

χI(g)(−1) = (ζ−1)I(g) = (−1)|I|a(g).

7 Combinatorial Topology

7.1 The antipode of E

Recall the formula for the antipode of kE:

SI(∗I) = (−1)|I| ∗I .

When I = {a} is just a singleton, then the formula

0 =
∑
I=StT

µS,T (SS ⊗ idT )∆S,T

gives that
S{a}(∗{a}) ∗∅ +S∅(∗∅)∗{a} = 0.

Then we can get
∗I =

∑
a∈I
∗{a}.

Now according to Milnor-Moore recursion,

SI(∗I) = −
∑
I=StT
T 6=I

∗SST (∗T )

= −
∑
T(I

(−1)|T |∗I

Or equivalently,
(−1)|I| = −

∑
T(I

(−1)|T |.

But there’s another way to think about this. If we let the subsets of I index
the faces of the simplex ∆(I), then the dimension of the face indexed by T is
|T |− 1. So we see that

(−1)|I| =
∑

F face of ∂∆(I)

(−1)dimF = χ(∂∆(I))

is the reduced Euler characteristic of the simplex. Now, ∂∆(I) ∼= S|I|−2. Hence,

χ(Sn) = (−1)n + 1, χ(Sn) = (−1)n = (−1)|I|
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Example 7.1. If I = {a,b, c}, then we get the picture

• •

•

a b

c

{a,b}

{a, c} {b, c}
{a,b, c}

∅ indexes the empty face.

Let’s see what Takeuchi’s formula gives us.

SI(∗I) =
∑
F∈Σ[I]

(−1)`(F)

∗I︷ ︸︸ ︷
µF∆F(∗F)

(−1)|I|∗I =
∑
F∈Σ[I]

(−1)`(F)∗I

(−1)|I| =
∑
F∈Σ[I]

(−1)`(F)

Using a little combinatorial topology,

SI(∗I) =
∑
F∈Σ[I]

(−1)dimF = χ(Σ[I])

where Σ[I], as a space, is the barycentric subdivision of ∂∆|I|.

Example 7.2. The elements of Σ[I] index the faces of the barycentric subdivision
of ∂∆(I).

• •

•

a|bc b|ac

c|ab

• •

•
ab|c

a|c|b bc|a

a|b|c b|a|c

b|c|a

c|b|a

a|c|b

c|a|b

The empty face is labelled by abc.
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Note that compositions of I are in bijection with strict chains of subsets of I,
via

(S1, . . . ,Sn) ∈ Σ[I] 7−→ (S1 ≤ S1 t S1 ≤ . . .
n⊔
i=1

Si = I).

The dimension of the face indexed by the composition F is `(F) − 2.

7.2 The antipode of L

SI(`) = (−1)|I|`. So using Takeuchi,

SI(`) =
∑
F∈Σ[I]

(−1)`(F)µF∆F(`)

=
∑
` ′∈L[I]

 ∑
F∈Σ[I]

µF∆F(`)=`
′

(−1)`(F)

 ` ′
Definition 7.3. In general, A(`, ` ′) Let A(`, ` ′) =

{
F ∈ Σ[I] | µF∆F(`) = ` ′

}
.

Example 7.4. Fix ` = a|b|c.

` ′ A(`, ` ′)
b|c|a {bc|a,b|c|a}
c|b|a {c|b|a}

a|b|c {abc,a|bc,ab|c,a|b|c}

These are faces of the previous picture:

• •

•

a|bc b|ac

c|ab

• •

•
ab|c

a|c|b bc|a

a|b|c b|a|c

b|c|a

c|b|a

a|c|b

c|a|b

Remark 7.5. In general, A(`, ` ′) is a Boolean poset. The minimal element is
(S1, . . . ,Sk) where

• S1 is the longest initial segment of ` ′ ` ′|S1 such that ` ′|S1 = `|S1 .

• S2 is the next-longest segment of ` ′ such that ` ′S2 = `|S2 .

...
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• Sk is the last segment of ` ′ such that ` ′|Sk = `|Sk .

The maximal element is ` ′.

Remark 7.6. Note that the maximum and the minimum elements are the same
precisely when ` ′ = `. The coefficient of ` ′ in SI(`) is

∑
F∈A(`,` ′)

(−1)`(F) =

{
(−1)|I| if ` ′ = `

0 otherwise.

Remark 7.7 (Goal). We want to prove the following. Let B be a set-theoretic
bimonoid. Assume that it is either commutative or cocommutative. Consider
the antipode S : kB→ kB. Then pick x,y ∈ B[I]. The coefficient of y in SI(x) is
χ(X) − χ(A), where A ⊆ X are simplicial subcomplexes of Σ[I], and X is always
a ball or sphere.

7.3 The Coxeter Complex

Consider Σ[I], which is the set of compositions F of I. A composition F of I is
F = (S1, . . . ,Sk) where I = S1 t . . .t Sk and Si 6= ∅ for all i.

Remark 7.8. Σ[I] is a poset under refinement. If F,G ∈ Σ[I], then F ≤ G if each
Si in F is obtained by merging a number of contiguous blocks ofG. Equivalently,
G = G1 ·G2 · · ·Gk (concatenation) where Gi ∈ Σ[Si].

The composition⊥= (I) is the unique minimal element of Σ[I]. The maximal
elements are the linear orders.

Definition 7.9. Σ[I] is a simplicial complex, called the Coxeter complex of type
A. In particular, each interval [F,G] is (isomorphic to) a Boolean poset.

Remark 7.10. Σ[I] is the barycentric subdivision of ∂∆(I), where ∆(I) is the
simplex of dimension |I|− 2.

7.4 The Tits Product

Definition 7.11. Let F = (S1, . . . ,Sp) ∈ Σ[I] and G = (T1, . . . , Tq) ∈ Σ[I].
Consider the pairwise intersections Ai = Si ∩ Tj.The Tits product is FG =

(A11, . . . ,A1q, . . . ,Ap1, . . . ,Apq)̂, where the hat denotes that we remove any
empty Aij.
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Sp

S1

... TqT1 · · · ...
...

· · ·

· · ·A11

Ap1

A1q

Apq

Fact 7.12.

(a) The Tits product is associative and unital, with unit ⊥. So Σ[I] is a monoid.

(b) It is not commutative. FG and GF consist of the same blocks, but in a
different order.

(c) F ≤ FG

(d) F ≤ G ⇐⇒ FG = G

(e) F ≤ G =⇒ GF = G.

(f) F2 = F

(g) FGF = FG

Definition 7.13. A monoidM satisfying property Fact 7.12(f) is called a band.
If is also satisfies Fact 7.12(g), then it is a left regular band (LRB).

7.5 The Partition Lattice

Remark 7.14. Recall that Π[I] is the set of partitions of I. It is a poset under
refinement. The partition ⊥ = {I} is the minimum element, and the partition >
into singletons is the maximum.
Π[I] is a lattice. The join X∨ Y of X and Y consists of the nonempty pairwise

intersections between blocks of X and blocks of Y. We can determine the meet
of two elements by knowing the join and the fact that this lattice is finite.

Fact 7.15. Π[I] is then a monoid under the join with unit ⊥. It is a commutative
left regular band (see Definition 7.13).

Definition 7.16. The support map is

supp : Σ[I] −→ Π[I]

(S1, . . . ,Sk) 7−→ {S1, . . . ,Sk}

Fact 7.17. supp : Σ[I]→ Π[I] is a morphism of monoids, and supp F = supp F ′ ⇐⇒
F and F ′ consists of the same blocks but possibly in different orders.
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7.6 Higher Hopf Monoid Axioms

Let H be a connected Hopf monoid. Let F = (S1, . . . ,Sk) ∈ Σ[I]. Write

H(F) = H[S1]⊗ · · · ⊗H[Sk].

Recall the maps H(F) H[I].
µF

∆F

Now let G ≥ F, and write G = G1 ·

G2 · · ·Gk with each Gi ∈ Σ[Si].

Definition 7.18. Define µGF : H(G)→ H(F) by

H(G) H(F)

H(G1)⊗ · · · ⊗H(Gk) H[S1]⊗ · · · ⊗H[Sk].

µGF

µG1⊗···⊗µGk

Definition 7.19. Similarly, define ∆GF : H(F)→ H(G) by

H(F) H(G)

H[S1]⊗ · · · ⊗H[Sk] H(G1)⊗ · · · ⊗H(Gk).

∆GF

∆S1⊗···⊗∆Sk

With these generalizations, we can state generalized versions of the Hopf
monoid axioms. These are not hard to prove, and mostly follow by induction
from the standard Hopf monoid axioms.

Proposition 7.20 (Higher (co)commutativity). For any F ≤ G in Σ[I], the follow-
ing diagrams commute.

H(G) H[I]

H(F)

µG

µGF µF

H[I] H(G)

H(F)

∆G

∆F
∆GF

Proposition 7.21 (Higher (co)commutativity). Let F and F ′ ∈ Σ[I] be such that
supp F = supp F ′. If H is commutative, then the following commutes.

H(F) H(F ′)

H[I]

µF

βF,F ′

µF ′
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If H is cocommutative, then the following commutes.

H[I]

H(F) H(F ′)

∆F ∆F ′

βF,F ′

Proposition 7.22 (Higher compatability). For any F,G ∈ Σ[I], the following
commutes.

H(F) H[I] H(G)

H(FG) H(GF)

∆FGF

µF ∆G

βFG,GF

µGFG

Recall that if F ≤ FG, G ≤ GF, then supp(FG) = supp(GF). So the bottom
arrow in the diagram above makes sense.

Notice that the Tits product allows us to nicely state the higher versions of
the Hopf monoid axioms. So there is a nice interplay between the geometry and
combinatorics.

7.7 The action of Σ

Let H be a connected Hopf monoid as before.

Definition 7.23. Given F ∈ Σ[I] and x ∈ H[I], let F · x := µF∆F(x) ∈ H[I]. This
defines an action of Σ[I] on H[I] by

Σ[I]×H[I] −→ H[I]

(F, x) 7−→ F · x

Proposition 7.24. IfH is cocommutative, this is a left action. IfH is commutative,
then this is a right action.

Proof. Assume that H is cocommutative.First, observe that

⊥ · x = µ⊥∆⊥(x) = id(id(x)) = x.

Then for any F,G ∈ Σ[I], x ∈ H[I], we have

G · (F · x) = µG∆GµF∆F(x)
= µGµ

GF
G βFG,GF∆

FG
F ∆F(x) (by Proposition 7.22)

= µGFβFG,GF∆FG(x) (by Proposition 7.20)

= µGF∆GF(x) (by Proposition 7.21)

= GF · x

The case when H is commutative is similar.
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Remark 7.25. Earlier we said that Hopf monoids are somewhat like groups.
But what about the other structure in the category of species? What does it
correspond to? It turns out the analogy extends nicely.

Category of Species Category of Sets
Hopf Monoid H Group G

Cocommutative Hopf Monoid H Abelian Group G
Σ Z

F ∈ Σ n ∈ Z

H[I] is a Σ[I]-module G is a Z-module
µF∆F(x) xn

Σ is itself a Hopf monoid Z itself is an Abelian group

Since Z itself is the initial element in the category of Z-modules, this suggests
that Σ should have some sort of universal property of an initial object. Indeed,
Σ is the initial near-ring in the category of species.

Definition 7.26. Let B be a set-theoretic cocommutative connected bimonoid.
Then, as before, the monoid Σ[I] acts on the set B[I]. Fix x,y ∈ B[I]. Then define

Σx,y =
{
F ∈ Σ[I] | F · x = y

}
Notice that Σx,y is a subset of the simplicial complex Σ[I].

Lemma 7.27. Σx,y is a convex subposet of Σ[I]. This means if H ≤ F ≤ G and
H,G ∈ Σx,y, then F ∈ Σx,y.

Proof. Notice that H ≤ F =⇒ FH = F by Fact 7.12, and similarly F ≤ G =⇒
FG = G, again by Fact 7.12. Then

F · x = FH · x
= F · (H · x) (since H ∈ Σx,y)

= F · y
= F · (G · x) (since G ∈ Σx,y)

= FG · x
= G · x = y

Example 7.28. If B = L, I = {a,b, c}, and x = a|b|c, y = b|c|a, then

Σx,y = {b|c|a,bc|a}.

Definition 7.29. The closure of Σx,y is

Σx,y =
{
F ∈ Σ[I] | ∃G ≥ F s.t. G · x = y

}
.
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Theorem 7.30. Let X = Σx,y, and let

A = Σx,y/Σx,y = {F ∈ Σ[I] | ∃G ≥ F s.t. G · x = y and F · x 6= y}.

Then X and A are subcomplexes of Σ[I] (lower sets of the poset Σ[I]).

Proof. Note that X is always a subcomplex. So we just need to show this for A.
Take F ∈ A and H ≤ F. We need H ∈ A. Then F ∈ A implies that there is some
G ≥ F such that G ∈ Σx,y and F 6∈ Σx,y. So we have H ≤ F ≤ G and G ∈ Σx,y,
so H ∈ X.

Now suppose for contradiction that H 6∈ A. Then H ∈ X \A = Σx,y. But
H ≤ F ≤ G implies that F ∈ Σx,y, so this is a contradiction, since F ∈ A =

X \ Σx,y.

Recall that the coefficient of y in SI(x) is∑
F∈Σx,y

(−1)dimF.

Corollary 7.31. The coefficient of y in SI(x) is χ(X) − χ(A).

Proof.

χ(X) − χ(A) =
∑
F∈X
F 6=⊥

(−1)dimF −
∑
F∈A
F 6=⊥

(−1)dimF

=
∑
F∈Σx,y

(−1)dimF

Remark 7.32. There are many questions that we could ask about the relations
between Hopf monoids and topology. For instance, when is the antipode a
discrete Morse function? How do we translate between topological invariants
and properties of the Hopf monoids? Lots of these questions haven’t been
explored.

8 Generalized Permutahedra

8.1 The Coxeter complex as a fan of cones

Consider the vector space RI. Its elements are functions x : I → R. For each
F ∈ Σ[I], let γF be the set of x ∈ RI with the relations that xi = xj if i and j
belong to the same block of F, or xi < xj if the block of i precedes the block of j
in F.
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Definition 8.1. γF is a (polyhedral) cone. The collection {γF : F ∈ Σ[I]} is a
(complete) fan of cones, meaning that

RI =
⊔

F∈Σ[I]
γF.

Example 8.2. Let I = {a,b, c}. Then we’re working in R3 Then the picture looks
like the following when projected onto the first two coordinate axes. The origin
is γ⊥, and the rays are γF where F has two blocks. The chambers are γF where
F is a linear vector.

γb|ac γab|c

γc|ab γac|b

γa|bcγc|ab

γa|b|cγb|c|a

γa|c|bγc|b|a

γb|a|c

γabc

γc|a|b

8.2 Polytopes

Let V be a real vector space with an inner product 〈 , 〉.

Definition 8.3. A hyperplane in V is a subset of the form

H(v,k) = {x ∈ V | 〈x, v〉 = k}

for some v ∈ V , k ∈ R.

v

H(v, k)

H(0,k)

Definition 8.4. The half spaces bound by H(v,k) are

H(v,k)− = {x ∈ V | 〈x, v〉 ≤ k},

H(v,k)+ = {x ∈ V | 〈x, v〉 ≥ k}.
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Proposition 8.5 (Fundamental Theorem of Polytopes). Let P be a subset of V .
Then the following are equivalent:

(i) There is a finite subset X of V such that P is the convex hull of X.

(ii) P is bounded and there is a finite setH of half-spaces such that P =
⋂
h∈H

h.

Definition 8.6. If either of the previous two cases in Proposition 8.5 hold, then
P is a polytope in V .

Definition 8.7. A face Q of P is either P itself or the intersection of P with a
supporting hyperplane (a hyperplane H that intersects P and such that P ⊆ H+

or P ⊆ H−). We write Q ≤ P for a face of P.

Definition 8.8. The dimension of P is the dimension of the affine subspace
spanned by P.

Proposition 8.9. If Q ≤ P then Q is itself a polytope.

Definition 8.10. The vertices of P are the faces of dimension zero.

Proposition 8.11. If Q ≤ P then the vertices of Q are among those of P.

Given x ∈ V , let Px be subset of P where the functional 〈x,−〉 : P → R

achieves its maximum value.

Proposition 8.12 (Fundamental Theorem of Linear Programming). Px ≤ P for
any x.

Definition 8.13. Given a face Q of P, let Q⊥ = {x ∈ V | Px = Q}. This is the
normal cone of Qwith respect to P.

Definition 8.14. The collection N(P) = {Q⊥ | Q ≤ P} is the normal fan of P.

Note that each Q⊥ is relatively open, and dimQ⊥ = dimV − dimQ.

Example 8.15. The polytope P on the left has normal fan N(P) on the right.

Pa

c

b

B

A

C

P⊥
a⊥

c⊥

b⊥

B⊥

A⊥

C⊥
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8.3 Permutahedra and Generalized Permutahedra

Now let V = RI and 〈x,y〉 =
∑
i xiyi be the standard inner product.

Definition 8.16. The standard permutahedron PI is the convex hull of

{x : I→ [n] ⊆ R | x is bijective}.

Example 8.17. If I = {a,b, c}, then PI is drawn below. The region labelled
(1, 2, 3) corresponds to x : I→ [3] with xa = 1, xb = 2, xc = 3.

(1, 2, 3)(3, 1, 2)

(1, 3, 2)(3, 2, 1)

(2, 1, 3)

(2, 3, 1)

Definition 8.18. A polytope P in RI is a generalized permutahedra if N(P)

is coarser than N(PI) = Σ[I]. If N(P) is coarser than N(Q), then we write
N(P) ≤ N(Q).

IfN(P) ≤ N(Q), then each cone γ ∈ N(P) is a union of some cones inN(PI),
or equivalently, each cone γF is contained in a unique coneQ⊥ for asomeQ ≤ P.

Example 8.19. If I = {a,b, c}, then the polytope drawn below is a generalized
permuathedra because it’s normal cone is coarser than N(PI).

74



Lecture 14: The species of generalized permutahedra October 06, 2016

Example 8.20. If S ⊆ I, let ∆S be the convex hull of {ei | i ∈ S} (a simplex,
for example {ei | i ∈ I} the standard basis of RI). Then ∆S corresponds to a
generalized permutahedra. It’s enough to look at ∆I because ∆S is a face of ∆I.

Proposition 8.21. Let P be a generalized permutation in RS, andQ a generalized
permutahedra in RT . Note that RI = RS ×RT . Then P ×Q is a generalized
permutahedra in RI.

Proof sketch. N(P × Q) ∼= N(P) × N(Q). We can use also that Σ[S] × Σ[T ] is
coarser than Σ[I].

Proposition 8.22. Let P and Q be generalized permutahedra in RI. Then P +
Q = {v+w | v ∈ P,w ∈ Q} is a generalized permutahedra in RI.

Proof sketch. N(P+Q) is the set of cones obtained by intersecting cones inN(P)

with cones in N(Q).

8.4 The species of generalized permutahedra

Let GP[I] be the (infinite) set of all generalized permutahedra in RI. Let I = St T .
Note that RI = RS ×RT . We will make GP into a species.

Proposition 8.23. If P1 ∈ GP[S], P2 ∈ GP[T ], then P1 × P2 ∈ GP[I].

This allows us to define the product µ on the species GP. Define

µS,T : GP[S]×GP[T ] −→ GP[I] (12)

(P1,P2) 7−→ P1 × P2

Proposition 8.24. Assume S, T 6= ∅. Let F = (S, T) ∈ Σ[I]. Let P ∈ GP[I]. Let Q
be the face of P such that Q⊥ ⊇ γF, which exists because N(P) ≤ N(PI).

Then there exist P1 ∈ GP[S] and P2 ∈ GP[T ] such that Q = P1 × P2.

This proposition gives us the ingredients necessary to define a comultiplica-
tion on GP. Define

∆S,T : GP[I] −→ GP[S]×GP[T ] (13)

P 7−→ (P1,P2)

Proposition 8.25. With the structure as in (12) and (13), GP is a connected bi-
monoid in the category of set-species. It is commutative but not cocommutative.
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Example 8.26. Let I = {a,b, c}, S = {a, c}, T = {b}. Then ∆S,T (P) = (pt, pt), and
∆T ,S(P) = (segment, pt).

Q•

γb|ac

P

Remark 8.27. µS,T∆S,T (P) = Q, where Q is the face of P such that Q⊥ ⊇ γS,T .
More generally, for any F ∈ Σ[I], µF∆F(P) is the face Q of P such that Q⊥ ⊇ γF.

Theorem 8.28. Consider the Hopf monoid k(GP). Its antipode satisfies

SI(P) =
∑
Q≤P

(−1)|I|−dimQQ. (14)

Proof. Recall the coefficient of Q in SI(P) is χ(X) − χ(A), where

ΣP,Q = {F ∈ Σ[I] | F · P = Q}.

Note that Q = F · P = µF∆F(P) by Definition 7.23. Then we have

X = ΣP,Q, A = ΣP,Q \ ΣP,Q.

If Q is not a face of P, ΣP,Q = ∅ and the coefficient is zero.
Assume Q ≤ P. Then

ΣP,Q = {F ∈ Σ[I] | Q⊥ ⊇ γF}.

This in turn implies that

X = {F ∈ Σ[I] | Q⊥ ⊇ γF}, A = {F ∈ Σ[I] | ∂Q⊥ ⊇ γF}.

Hence, X is a simplicial subdivision of Q⊥ ∩ Sn−1, and A is a simplicial subdi-
vision of ∂Q⊥ ∩ Sn−1.
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If Q < P, then X is a ball of dimension |I| − dimQ − 2, so χ(X) = 1. In
this situation, A is a sphere of dimension |I| − dimQ − 3, so χ(A) = 1 +

(−1)|I|−dimQ−1 = 0. Then

χ(X) − χ(A) = (−1)|I|−dimQ.

If Q = P then ⊥∈ ΣP,Q, so by convexity, we get that ΣP,Q = ΣP,Q. Hence
A = ∅. Therefore, χ(A) = 1 (this is a convention that is necessary since we aren’t
using reduced Euler characteristic). In this case, X is a sphere of dimension
|I|− dimP− 2. So

χ(X) − χ(A) = 1+ (−1)|I|+dimP − 1 = (−1)|I|−dimP.

So we have shown (14).

Example 8.29. To illustrate the ideas in the last proof, let I = {a,b, c}. Consider

N(PI)

An example of a cone Q⊥ is as follows. We have Q⊥ ∩ S1 = B1.

Q⊥
Q⊥ ∂Q

Definition 8.30. Given S ⊆ I, the standard simplex ∆S is the convex hull of
{ei | I ∈ S} ⊆ RI.

Fact 8.31.

(a) ∆S ∈ GP[I].

(b) GP[I] is closed under Minkowski sums.

Proof of Fact 8.31(b). N(P1+P2) = N(P1)∨N(P2), where ∨ is the least common
refinement of the two. If P1,P2 ∈ GP[I], then N(Pi) ≤ N(PI). This in turn
implies that N(P1)∨N(P2) ≤ N(PI).
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Definition 8.32. Two polytopes P1 and P2 in V are normally equivalent if
N(P1) = N(P2). Write P1 ∼ P2, and let GP[I] = GP[I]/∼.

Definition 8.33. Let g be a simple graph on I. Its graphic zonotope is

Z(g) =
∑

{a,b} edge of g

∆{a,b}.

Remark 8.34. Faces of Z(g) are indexed by pairs (X,α) where X is a bond of g
(a partition of I into blocks B such that g|B is connected), and α is an acyclic
orientation of the contraction of X in g. In particular, the vertices are indexed by
acyclic orientations of g.

Example 8.35. Let

g =
a b c

Then Z(g) is

γa|bc

γc|ab

γac|b

Definition 8.36. Given a simple graph gwith vertex set I, define a polytope

A(g) =
∑
S⊆I

g|S connected

∆S

this is the graphic associahedron of g.
The standard associahedron is the graphic associahedron associated to a

path on I.
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Proposition 8.37. The following maps are morphisms of Hopf monoids.

G −→ GP W −→ GP
g 7−→ Z(g) g 7−→ A(g)

Remark 8.38. The following diagram commutes (P is the species of posets).

G

Π GP P∗ L∗

W

ρ

φ

ψ

λ

σ

where the maps are given by φ(X) = kX, ψ(X) = kX, (with kX = tB∈XkB) and
ρ(kX) = σ(kX) =

∏
B∈X PB. λ is given by

λ(P) =
∑

v vertex of P

v⊥.

The character χ : GP → E is

χ(P) =

{
1 if P is a poset

0 otherwise.

χ−1(P) = (−1)|I|#(vertices of P).

9 Hyperplane Arrangements

Definition 9.1. Let V be a finite-dimensional real vector space. A hyperplane
arrangement in V is a finite set A of hyperplanes in V .

Definition 9.2. A hyperplane arrangement is linear if all hyperplanes go through
the origin, and affine if they need not contain the origin.

Remark 9.3. We will consider almost exclusively linear hyperplane arrange-
ments, and if we say hyperplane arrangement without further qualification, we
mean a linear arrangement.

Definition 9.4. The center O of a hyperplane arrangement A is the intersection
of all hyperplanes in A. The rank of A is dimV − dimO.

Note that the center of any (linear) arrangement contains the origin (recall
that we assume linear arrangements unless otherwise stated).
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Definition 9.5. The arrangement is essential if O is just the origin. The essen-
tialization of A is the arrangement

ess(A) =
{
H/O | H ∈ A

}
in V/O.

9.1 Faces

Each H ∈ A decomposes V = H+ tH tH−, where H+ and H− are the open
half spaces bound byH. Superimposing these decompositions, we obtain a finer
decomposition of V into nonempty subsets called faces.

Definition 9.6. Equivalently, a face of A is a nonempty subset obtained by

(a) for each H ∈ A, choose either H+ or H− or H itself.

(b) intersecting all of these choices.

Fact 9.7.

(a) Σ[A] is finite, with at most 3|A| elements.

(b) We have V =
⊔

F∈Σ[A]

F.

(c) The center O is always a face (when we choose the intersection of all of
the hyperplanes themselves).

Definition 9.8. The chambers are the faces that are intersections of only half-
spaces. Let L[A] be the set of chambers.

Definition 9.9. Given F,G ∈ Σ[A], we say F ≤ G when F ⊆ G. Then Σ[A] is a
poset.

Fact 9.10. O is the minimum element of the poset Σ[A] and the chambers are
the maximal elements. Σ[A] is graded with rank(F) = dim(F) − dim(O).

9.2 Flats

This is the companion notion to faces.

Definition 9.11. A flat if A is a subspace of V obtained by

(a) for each H ∈ A, choosing either H or V .

(b) intersecting them all.
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Notice that flats are always vector subspaces of V .

Definition 9.12. Let Π[A] be the set of flats.

Fact 9.13.

(a) Π[A] is finite: it has at most 2|A| elements.

(b) Π[A] is also a poset: given X, Y ∈ Π[A], X ≤ Y if X ⊆ Y.

(c) The centerO is always a flat, denoted by⊥, which is the unique minimum
element.

(d) The space V is also a flat, we denote it by>, which is the unique maximum
element.

(e) The intersection of two flats is a flat, so Π[A] is a semilattice with meets:
greatest lower bounds given by intersections.

(f) Hence, Π[A] is a lattice because it is a finite semilattice with meets.

(g) The lattice Π[A] is graded with rank(X) = dim(X) − dim(⊥).

Definition 9.14. The support of a face F ∈ Σ[A] is the flat

supp(F) =
⋂
H∈A
H⊇F

H.

Fact 9.15. supp(F) is also the subspace of V spanned by F.

Fact 9.16. supp : Σ[A]→ Π[A] is both order and rank preserving.

Fact 9.17. There are canonical poset isomorphisms as follows.

(a) Σ[A] ∼
−→ Σ[ess(A)]

(b) Π[A] ∼
−→ Π[ess(A)]

Moreover, the following diagram commutes.

Σ[A] Σ[ess(A)]

Π[A] Π[ess(A)].

∼

supp supp

∼

81



Lecture 15: Examples October 13, 2016

9.3 Examples

Example 9.18. One hyperplane, A = {H} in V , where rank(A) = 1. The center
of A is O = H. Then the essentialization of A is just a dimension zero subspace
of a one-dimensional vector space V/O = V/H ∼= R, and there are three faces
in Σ[A], corresponding to H,H+, and H−. There are two flats: H and V . So,

Σ[A] = {−, 0,+}, Π[A] = {⊥,>}.

We have that supp(+) = supp(−) = > and supp(0) = ⊥.

Example 9.19 (Graphic Arrangements). Let g be a simple graph with vertex set
I. Then

Ag = {Hij | {i, j} is an edge of g}

in RI, where Hij = {x ∈ RI | xi = xj}.
For example, if

g =
a b c

Then ess(Ag) is the following arrangement.

xb = xc•

xa = xb

The center O is the line xa = xb = xc here, and in general dim(O) = c(g), the
number of connected components of g. The rank of Ag is |I|− c(g).
Π[Ag] is the bond lattice of g, where a bond of g is a partition of I such that

the induced subgraph on each block is connected.

bond flat
a b c

xa = xb = xc (bottom flat)
a b c

xa = xb

a b c
xb = xc

a b c
no equations (top flat).
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The faces are a bit harder to describe.

Σ[Ag] = {(X,α) | X is a bond and α is an acyclic orientation of the contraction g/X}.

g/bond with orientation face
abc xa = xb = xc (center)

ab c
xa = xb < xc (ray)

ab c
xc < xa = xb (ray)

a bc
xa < xb = xc (ray)

ab c
xb = xc < xa (ray)

a b c
xa < xb < xc (chamber)

a b c
xa < xb, xc < xb (chamber)

a b c
xb < xa, xb < xc (chamber)

a b c
xa < xb < xc (chamber)

Example 9.20 (Braid Arrangment). This is the graphic arrangement of the
complete graph on a set I. We have

A = {Hij | i, j ∈ I, i 6= j}

in RI. Then dimO = 1, rank(A) = |I|− 1. The picture for ess(A) is

xa = xb

xa = xb

xb = xc•

Any contraction of a complete graph is again complete, and an acyclic orien-
tation on a complete graph is the same as a linear order on the set of vertices.
Hence,

Π[A] = Π[I], Σ[A] = Σ[I], and L[A] = L[I].

Remark 9.21. Σ[A] = N(PI), and more generally, Σ[Ag] = N(Z(g)). For any
arrangement A, Σ[A] = N(Z(A)).

83



Lecture 15: Signed Sequence of a Face October 13, 2016

9.4 Signed Sequence of a Face

For each H ∈ A, choose fH ∈ V∗ such that H = ker(fH). Let H+ = {x ∈ V |

fH(x) > 0}, and H− = {x ∈ V | fH(x) < 0}, and H0 = H.
Fix x ∈ V . We have a function εx : A→ {−, 0,+} given by

εx(H) =


+ x ∈ H+

− x ∈ H−

0 x ∈ H0.

Lemma 9.22. Let F ∈ Σ[A]. For any x ∈ F,

F =
⋂
H∈A

Hεx(H).

Corollary 9.23. Let x,y ∈ V . Then x and y belong to the same face if and only if
εx = εy.

We may then define a map ε : Σ[A]→ {−, 0,+}A by ε(F) = εx where x is any
point in F. It follows that ε is well-defined and injective.

Definition 9.24. Given two faces F,G ∈ Σ[A], define the Tits product FG as the
first face entered when walking from a point x ∈ F to a point y ∈ G along a
straight line.

Proposition 9.25. This is a well-defined operation on the set of faces Σ[A], and
moreover it turns Σ[A] into a monoid with unit O.

Proof. For each H ∈ A, 0 ≤ t ≤ 1,

fH((1− t)x+ ty) = (1− t)fH(x) + tfH(y)

To see what happens in relation to H, we only care about the sign of the above.
For small t, the sign of the right-hand side is determined by the sign of fH(x),
provided fH(x) 6= 0. For small t,

sign(RHS) =

{
fH(x) if fH(x) 6= 0
fH(y) if fH(x) = 0.

In other words,

sign(RHS) =

{
εH(F) if εH(F) 6= 0
εH(G) if εH(F) = 0

This is independent of x and y, and only depends on x and y. Thus FG is
well-defined and in fact we find that

εH(FG) =

{
εH(F) if εH(F) 6= 0
εH(G) if εH(F) = 0.
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for all H ∈ A. It follows that εH(FO) = εH(F) = εH(OF). It also follows that
both εH(E(FG)) and εH((EF)G) are given by

εH(E) if εH(E) 6= 0
εH(F) if εH(E) = 0, εH(F) 6= 0
εH(G) if εH(E) = εH(F) = 0.

Since ε is injective, then FO = F = OF and (EF)G = E(FG), so we have a
monoid.

Corollary 9.26 (Consequence of the proof of Proposition 9.25). ε : Σ[A]→ {−, 0,+}A

is a morphism of monoids, where the right hand side has the structure of the
product of copies of the monoid {−, 0,+} with the multiplication table

right
0 + −

0 0 + −

left + + + +

− − − −

Remark 9.27. ε is also a morphism of graded posets. Moreover, the following
commutes.

Σ[A] {−, 0,+}A −,+ 0

Π[A] {⊥,>}A > ⊥

ε

supp supp

ε

{⊥,>}A is a Boolean poset (and therefore a lattice).

Proposition 9.28. supp : Σ[A]→ Π[A] is a surjective monoid morphism.

Proof. By the commutativity of the above diagram, it is enough to check that
supp : {−, 0,+}→ {⊥,>} is a monoid morphism, since ε is an injective monoid
morphism. This is straightforward.

For surjectivity, if a face F intersects a flat X, then F ⊆ X. Faces decompose
V , so faces intersecting X decompose X, and X is covered by faces implies that
some F ⊇ X has the same dimension. Then supp(F) = X.

Proposition 9.29. Let F,G ∈ Σ[A]. Then

(i) supp(F) ≤ supp(G) if and only if GF = G.

(ii) supp(F) = supp(G) if and only if FG = F+GF = G.

(iii) F ≤ G =⇒ supp(F) ≤ supp(G). So supp is order preserving.
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Proof.

(i) Both assertions are equivalent to the statement that for all H ∈ A, if
εG(H) = 0, then εF(H) = 0. This is easy to see.

(ii) This follows from (i).

(iii) F ≤ G =⇒ FG = G =⇒ GF = FGF =⇒ GF = FG = G =⇒ supp(F) ≤
supp(G).

Corollary 9.30. Π[A] is the abelianization of Σ[A] via supp.

Proof. We know that Π[A] is commutative and supp is a surjective monoid
morphism. So take φ : Σ[A]→M any monoid morphism such thatM is abelian.
We will produce a unique morphism ψ as in the following diagram.

Σ[A] M

Π[A]

supp

φ

ψ

Given X ∈ Π[A], pick F such that supp(F) = X, since supp is surjective. Define
ψ(X) = φ(F). Then this is well-defined, because

φ(F) = φ(FG) = φ(F)φ(G) = φ(G)φ(F) = φ(GF) = φ(G).

It is a tedious exercise to check all of the other necessary conditions on ψ.

Definition 9.31. The Janus Monoid is

J[A] = Σ[A]×Π[A] Σ[A]op.

Elements of this monoid are (F,G) ∈ Σ[A]2 such that supp(F) = supp(G). The
product on J[A] is

(F,G) · (F ′,G ′) = (FF ′,G ′G)

and the unit is (O,O).

Fact 9.32. J[A] is a band, although it is neither left nor right regular.

J[A]

Σ[A] Σ[A]

Π[A]
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10 Species relative to a hyperplane arrangement

Definition 10.1. Let A be a hyperplane arrangement. Then an A-species con-
sists of

(a) vector spaces P[F] for all F ∈ Σ[A].

(b) linear maps βF,G : P[F]→ P[G] whenever supp(F) = supp(G).

Definition 10.2. A morphism of A-species f : P → Q is a collection of linear
maps fF : P[F]→ Q[F] such that

P[F] Q[F]

P[G] Q[G]

fF

βPG,F β
Q
G,F

fG

Definition 10.3. AnA-monoid is anA-speciesMwith a linear map µGF : M[G]→
M[F] whenever F ≤ G, such that the following axioms hold

(a) Naturality: Whenever F ≤ G and supp(F) = supp(F), the following
diagram commutes.

M[G] M[F]

M[F ′G] M[F ′]

µGF

βF ′G,G βF,F ′
µF
′
F ′G

Note that F ′ ≤ F ′G and

supp(F ′G) = supp(F ′)∪ supp(G) = supp(F)∪ supp(G) = supp(G)

(b) Associativity:
M[F]

M[G] M[E]

µFEµGF

µGE

(c) Unit law: µFF = idM[F].

Definition 10.4. A morphism of A-monoids f : M → N is a morphism of A-
species such that

M[G] N[G]

M[F] N[F]

fG

µGF
µ
FG

fF

commutes.
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Remark 10.5. We can similarly define A-comonoids and A-comonoid mor-
phisms.

Definition 10.6. An A-species H is an A-bimonoid if it is both an A-monoid
and and A-comonoid and these two structures are compatible: for F ≤ G, we
have

H[G] H[G]
µGF

∆GF

such that if A ≤ F and A ≤ G, the following commutes.

H[F] H[A] H[G]

H[FG] H[GF]

∆FGF

µFA ∆GA

βGF,FG

µGFG

Note that supp(FG) = supp(GF).

Remark 10.7. Because everything we’re working with here is connected, all
A-bimonoids are Hopf. We don’t distinguish between bimonoids and Hopf
monoids in this category.

Exercise 10.8. Let A be a rank 1 hyperplane arrangement

c−c 0

Show that an A-bimonoid is the same as a vector spaceW with two idempotent
operators E, F : W →W such that EFE = E and FEF = F.

Lemma 10.9. Let H be an A-bimonoid. Then

(i) For all A ≤ F, the following commutes.

H[F] H[F]

H[A]

id

µFA ∆FA

In particular, µFA is injective and ∆FA is surjective.

(ii) For all A ≤ F and A ≤ G with supp(F) = supp(G), the following com-
mutes.

H[F] H[G]

H[A]
µFA

βG,F

∆GA
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Definition 10.10 (Notation). When supp(F) = supp(F ′), write F ∼ F ′.

Remark 10.11 (Recall).

(a) F ∼ F ′ ⇐⇒ F = FF ′ and F ′ = F ′F.

(b) F ≤ G ⇐⇒ FG = G

Definition 10.12. If J is an A-monoid, then a J-module is a moduleM over the
algebra kJ.

Definition 10.13. An A-monoid H is commutative if

H[F] H[F ′]

H[A]

β

µ

µ

whenever A ≤ F, F ′ and F ∼ F ′. Similarly for cocommutative.

10.1 From modules to bimonoids

Proposition 10.14. LetM be a left Σ[A]-module. For each F ∈ Σ[A] set HM[F] :=

F ·M (this is a vector space!). Then

(a) HM is a species.

(b) HM is an A-bimonoid, and it is cocommutative.

(c) M 7→ HM is a functor from the category of left A-modules to the category
of cocommutative A-bimodules.

Proof.

(a) Define βF,F ′ by

HM[F] HM[F ′]

F ·M F ′ ·M

x F ′ · x

βF,F ′

∈ ∈

We need to show that βF,F = id. But this follows because F2 = F. Similarly,
we get associativity; the crux of the argument is that if F ∼ F ′ ∼ F ′′, then
F ′′ = F ′′F ′.
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(b) Suppose that F ≤ G. Define

HM[F] HM[F ′]

G ·M F ·M

x F · x

µ

∈ ∈

HM[F] HM[F ′]

F ·M G ·M

y G · y

∆

∈ ∈

µ is well-defined since FG = G =⇒ G ·M = F ·G ·M ⊆ FM. Similarly
for ∆.

To show that this is an A-bimonoid, we need to show associativity and
unitality for µ, coassociativity and counitality for ∆, cocommutativity and
compatibility between ∆ and µ.

We will check the last two.

Take A ≤ F, F ′ with F ∼ F ′. Then the following diagram commutes,
because y 7→ F · y 7→ F ′ · F · y = F ′ · y

HM[F] HM[F ′]

HM[A]

β

∆

∆

This shows cocommutativity.

For compatibility between ∆ and µ, consider A such that A ≤ F and
A ≤ G. Then

∆(µ(x)) = G · x,

and
µ(β(∆(x))) = µ(GF · FGx) = µ(GFG · x) = G · x.

Hence, the two are the same, so we have established compatibility.

(c) This is a straightforward verification.

Example 10.15. Let L[A] be the chambers of the hyperplane arrangement A,
and Σ[A] the faces, Π[A] the flats, E[A] the exponential species E[A] = {∗}. Then
the following is a diagram in the category of cocommutative A-bimonoids; all
are left-modules over Σ[A].

L[A] Σ[A]

E[A] Π[A]

Take a face F ∈ Σ[A]. The action of Σ[A] is
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on Σ[A] : F ·G = FG

on L[A] : F ·C = FC

on Π[A] : F · X = supp(F)∨X
on E[A] : F · ∗ = ∗

Remark 10.16. In each case of the above, taking A to be the braid arrangement
recovers the usual species L,Σ,Π, or E from before!

Example 10.17. Both of the following are left Σ[A]-modules, and hence give
rise to cocommutative A-bimonoids.

G[A] = {B | B ≤ A} = 2A

This is the A-monoid of subarrangements of A.
The action of Σ[A] on G[A] is F · B = {H ∈ B | F ≤ H}. Note that this action

depends only on the support of F, since F ⊆ H ⇐⇒ supp F ⊆ H. Therefore, the
action of Σ[A] factors through the action of Π[A], and is therefore commutative.

Example 10.18. Consider

GP[A] = { polytopes P in the ambient space of A such that N(P) ≤ N(Z(A))},

where Z(A) is the zonotope of A, andN(P) denotes the normal fan of P. So this
is all polytopes P in the ambient space of A that are coarser than the zonotope
Z(A).

The action of Σ[A] on this is given by

F · P = Q,

where Q is the face of P such that Q⊥ ⊇ Fwith Q⊥ ∈ N(P) and F ∈ N(Z(A)).

10.2 From bimonoids to modules

Proposition 10.19. Let H be a cocommutative bimonoid. Define MH = H[O],
where O is the central face of A. Then

(i) MH has the structure of a left Σ[A]-module

(ii) H 7→MH is a functor from the category of cocommutative A-bimodules
to left Σ[A]-modules.

Proof.
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(i) Take F ∈ Σ[A], x ∈MH = H[O]. Then define F · x = µ∆(x). We have that
O · x = µOO∆OO(x) = x by the unit laws, and

G · F = µCO∆GOµFO∆FO
= µGOµ

GF
G βGF,FG∆

FG
F ∆FO(x)

= µGFO βGF,FGµ
FG
O (x)

= µGFO ∆GFO (x) = GF · x

(ii) Exercise.

Remark 10.20. If instead H is commutative rather than cocommutative, we get
a right action since, in the last step, we get G · F · x = FG · x.

Lemma 10.21. Let p : V → W and i : W → V be linear maps between vector
spaces such that p ◦ i = idW (a splitting). Then define e = ip : V → V . e is an
idempotent map such thatW ∼= e(V), and moreover, the following commute

V

W e(V)

p e

∼=

V

W e(V)

i

∼=

Theorem 10.22. There is an equivalence of categories between the category
Σ[A]-mod of left Σ[A]-modules and the category (A/A)-bimcocomm. of cocom-
mutative A-bimodules, given by

Σ[A]-mod (A/A)-bimcocomm.

M HM

MH H

Proof. On one hand, we have

M 7→ HM 7→MHM = HM[O] = O ·M =M.

On the other hand, we have

H 7→MH 7→ HMH
.

We want to show that HMH
is naturally isomorphic to H. Let F ∈ Σ[A]. Then

HMH
[F] = F ·MH = F ·H[O]. We need to show that F ·H[O] ∼= H[F] as vector

spaces. To do that, we apply Lemma 10.21 to the splitting

H[O] H[F],
∆

µ

which is a splitting since ∆FOµ
F
O = id and µFO∆

F
O is the action.
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Remark 10.23. There are several other related equivalences of categories:

left or right J[A]-modules ' A-bimonoids
left Σ[A]-modules ' commutative A-bimonoids
right Σ[A]-modules ' cocommutative A-bimonoids
left or right Π[A]-modules ' commutative and cocommutative A-bimonoids

Remark 10.24. J[A] comes with a canonical involution that reversed products
(F, F ′) 7→ (F ′, F).

Example 10.25. Consider J[A]. Given an A-bimonoid H, we define a different
MH = H[O] with a different, twisted action. Then

(F, F ′) · x = µFOβF,F ′∆
F ′
O(x).

We can check that this is an action:

(G,G ′)(F, F ′) · x = µGOβG,G ′∆
G ′
O µ

F
OβF,F ′∆

F ′
O(x)

= µGOβG,G ′µ
G ′F
O βG ′F,FG ′∆

FG ′
O βF,F ′∆

F ′
O(x)

= µGOµ
GF
O βGF,G ′FβFG ′ ,F ′G ′∆

F ′G ′
F ′ ∆F

′
O(x)

= µGFO βGF,F ′G ′∆
F ′G ′
O (x)

= (GF, F ′G ′) · x

10.3 Incidence algebras and Möbius functions

Definition 10.26. Let P be a finite poset and k a commutative ring. The inci-
dence algebra of P is the set of all functions f : {(x,y) ∈ ¶2 | x ≤ y} → k, with
pointwise addition and product

(f · g)(x, z) =
∑

y|x≤y≤z
f(x,y)g(x, z).

The unit element δ is defined by

δ(x,y) =

{
1 if x = y

0 otherwise.

Note that

fk(x,y) =
∑

x=x0≤x1≤...≤xk=y
f(x0, x1)f(x1, x2) · · · f(xk−1, xk)
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Suppose that f(x, x) = 0 for all x ∈ P. Then

fk(x,y) =
∑

x=x0<x1<...<xk=y

f(x0, x1)f(x1, x2) · · · f(xk−1, xk)

is a sum over only strict chains. Since P is a finite poset, this means that f is
nilpotent as there is a maximum length of chain.

Suppose that f(x, x) = 1 for all x ∈ P. Then

(δ− f)(x, x) = 0

for all x ∈ P, so δ− f is nilpotent, which implies that f is invertible.

Definition 10.27. The zeta function of P is ζ, defined by ζ(x,y) = 1 for all x < y
in P.

Definition 10.28. The Möbius function of P is µ = ζ−1.

The fact that µ and ζ are inverse translates as follows. For all x ∈ P, µ(x, x) =
1, and for all x < z ∈ P,

(µ · ζ)(x, z) =
∑

y|x≤y≤z
µ(x,y) = 0 =

∑
y|x≤y≤z

µ(y, z) = (ζ · µ)(x, z).

Either of these equations can be used to compute µ recursively.
Now letM be a k-module andMP the set of all functionsm : P →M. Then

MP is a left I(P)-module under

(f ·m)(x) =
∑
y : x≤y

f(x,y)m(y).

Proposition 10.29 (Möbius Inversion). Let u, v : P →M be two functions. Then

v(x) =
∑
y : x≤y

u(y) ⇐⇒ u(x) =
∑
y : x≤y

µ(x,y)v(y) (M1)

for all x ∈ P.

Proof. The left-most equation holds if and only if ζ ·µ = v if and only if µ · v = µ
if and only if the right-hand side holds.

Exercise 10.30. Define a right I(P)-module structure on MP and deduce that
for u, v : P →M:

v(y) =
∑
x : x≤y

u(x) ⇐⇒ u(y) =
∑
x : x≤y

v(x)µ(x,y) (M2)

for all y ∈ P.
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Proposition 10.31 (Weigner’s Formula). Let P be a finite lattice. Let ⊥ and > be
the bottom and top elements of this lattice.

(a) Fix y > ⊥ and z ∈ P. Then
∑

x : x∨y=z

µ(⊥, x) = 0.

(b) Fix y < > and z ∈ P. Then
∑

x : x∧y=z

µ(x,>) = 0.

Proof. Exercise. For (a), if y 6≤ z, then the left hand side is zero. If x ≤ z, then

{x | x ≤ z} = {x | x∨ y = z}t {x | x∨ y < z}.

Proceed by induction.

Definition 10.32. A finite lattice P is lower semimodular if it is graded and
rank(x) + rank(y) ≤ rank(x∨ y) + rank(x∧ y) for all x,y ∈ P.

Uppser semimodular and modular are defined similarly.

Proposition 10.33. Let P be lower semimodular. Then

signµ(x,y) = (−1)rank(y)−rank(x) OR µ(x,y) = 0 for all x,y ∈ P.

Proof. Any interval [x,y] in P is itself a lower-semimodular lattice, with bottom
x and top y. So it’s enough to show that

sign(mu(⊥,>)) = (−1)rank(>) or 0.

If ⊥ = >, then µ(⊥,>) = 1 and rank(>) = 0, so we’re done.
Otherwise, choose y ∈ P covered by > (y < > and 6 ∃y ′ such that y < y ′ <

>). Apply Proposition 10.31(b) with z = 1:∑
x : x∧y=⊥

µ(x,>) = 0.

There are two cases: x = ⊥ or x∧ y = ⊥, but x 6= ⊥. If x = ⊥, then

µ(⊥,>) = −
∑

x : x∧y=⊥
x 6=1

µ(x,>).

Now choose x such that x∧ y = ⊥, x 6= ⊥. We have

1 ≤ rank(x)

≤ rank(x∨ y) + rank(x∧ y) − rank(x)

= rank(x∨ y) − rank(y)

≤ rank(>) − rank(y) = 1
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since y < >. Hence, rank(x) = 1, so rank[x,>] = rank(>) − 1.
Proceeding by induction on the rank of P, we may assume signµ(x,>) =

(−1)rank(>)−1. Hence,

sign(µ(⊥,>)) =
{
−(−1)rank(>)−1 = (−1)rank(>)

0 if 6 ∃x such that x∧ y = ⊥, x 6= >.

Remark 10.34. If in addition P is relatively compliemented (given x ≤ y ≤ z,
∃y ′ such that x ≤ y ′ ≤ z and y∧ y ′ = x, y∨ y ′ = z), then µ(x,y) 6= 0 for all
x ≤ y in P. Such lattices are called geometric. In the above proof, we can find x
such that x∧ y = ⊥, x∨ y = >, hence x 6= ⊥ since y < >. So the set

{x | x∧ y = ⊥, x 6= ⊥}

is nonempty, and induction yields sign(µ(⊥,>)) = (−1)rank(>).

10.4 The algebra of a lattice

Let P be a finite lattice. We view it as a monoid under

x · y = x∨ y. (15)

The unit is ⊥. Let kP be the associated algebra of k-linear combinations of
elements of P. The elements of P form a basis of this algebra.

Lemma 10.35. There is a second basis {Qx}x∈P such that

x =
∑
y : x≤y

Qy (16)

for all x ∈ P.

Proof. Define
Qx =

∑
y : x≤y

µ(x,y) · y ∈ kP (17)

for all x ∈ P. Then apply Möbius inversion with M = kP (a k-module) and
u, v : P →M given by

u(x) = Qx, v(x) = x

for all x ∈ P. Then Eq. (17) implies that

u(x) =
∑
y : x≤y

µ(x,y)v(y) =⇒ v(x) =
∑
y : x≤y

u(y)
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by (M1). This shows (16).
Then (16) implies that {Qx}x∈P spans kP, so {Qx}x∈P is a basis for kP because

it is of the right size. Uniqueness follows from properties of Möbius inversion.

Proposition 10.36. The basis {Qx}x∈P is also a complete system of orthogonal
idempotents for kP. This means: ∑

y∈P
Qy = 1 (18)

Qx ·Qy =

{
Qx if x = y

0 otherwise.
(19)

Proof. Notice that (16) with x = ⊥ shows (18) since ⊥ = 1.
Now assume (18) holds. Then

x · y =

 ∑
s : x≤s

Qs

 ∑
t : y≤t

Qt

 by (16)

=
∑
s : x≤s
y≤s

Qs by (15)

=
∑

s : s∨y≤s
Qs

= x∨ y by (16)

Hence, we have recovered (15): x · y = x∨ y.
Now we claim that this shows (18) does hold. The reason is as follows. Let

A = kP, and let µ : A×A → A be defined by (15), µ ′ : A×A → A defined by
(18). What we saw is that

µ ′(x,y) = µ(x,y)

for all x,y ∈ P, so µ = µ ′, since P is a basis of A. Therefore,

µ(Qx,Qy) = µ ′(Qx,Qy),

and this is (18).
So it remains to show (19). Claim that

y ·Qx =

{
Qx if y ≤ x
0 otherwise.

But this holds because

y ·Qx =

 ∑
z : y≤z

Qz

Qx =

{
Qx if y ≤ x
0 otherwise.
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In particular, y ·Q⊥ = 0 for all y ≥ ⊥. Let’s expand this using (17).

0 = y ·Q⊥ = y ·
(∑
z∈P

µ(⊥, z) · z
)

=
∑
z∈P

µ(⊥, z)y∨z =
∑
w∈P

 ∑
z∈P

y∨z=w

µ(⊥, z)

w
This implies that ∑

z∈P
y∨z=w

µ(⊥, z) = 0.

This is just Proposition 10.31(a).

10.5 Zaslavsky’s Formulas

Definition 10.37. For each X ∈ Π[A], let cX = #{F ∈ Σ[A] | supp(F) = X}.

In particular, c> = #L[A].

Remark 10.38 (Recall). The faces of A form a decomposition of a sphere of
dimension equal to the rank of Aminus one.

Example 10.39. Consider the hyperplane arrangement of rank 2.

Y

Each face corresponds to a cell of dimension rank(F) − 1. In this case, we get a
regular CW-complex structure on the sphere.

Fact 10.40. In general, for each Y ∈ Π[A], the faces F ∈ Σ[A] with supp(F) ≤ Y
form a regular CW-decomposition of a sphere of dimension rank(Y) − 1.

Therefore,∑
F∈Σ[A]

supp(F)≤Y

(−1)rank(F)−1 = χ(Srank(Y)−1) = (−1)rank(Y)−1.
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This implies that ∑
X∈Π[A]
X≤Y

(−1)rank(X)cX = (−1)rank(Y)−1

for each flat Y ∈ Π[A].
Now we can apply the Möbius inversion from last time. Let u, v : Π[A]→ k

be given by

u(x) = (−1)rank(X)cX, v(x) = (−1)rank(X).

We have that ∑
X∈Π[A]
X≤Y

u(X) = v(Y)

for all y ∈ Π[A]. Then by (M1), we invert the formula

u(Y) =
∑

X∈Π[A]
X≤Y

v(x)µ(X, Y)

to get

Proposition 10.41 (Zaslavsky’s First Formula). For all Y ∈ Π[A],

cY =
∑

X∈Π[A]
X≤Y

(−1)rank(Y)−rank(X)µ(X, Y) (Z1)

In particular, when we take Y = T , we get

Proposition 10.42 (Zaslavsky’s Second Formula).

#L[A] =
∑

X∈Π[A]
(−1)rank(A)−rank(X)µ(X, T) (Z2)

Also, since
Σ[A] =

⊔
Y∈Π[A]

{F ∈ Σ[A] | supp(F) = Y},

we get

Proposition 10.43 (Zaslavsky’s Third Formula).

#Σ[A] =
∑

X,Y∈Π[A]
X≤Y

(−1)rank(Y)−rank(X)µ(X, Y) (Z3)
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Example 10.44. Again consider the following hyperplane arrangement A of
rank 2.

Then

Π[A] =

>

• • •

⊥

Therefore,

µ(X, T) :

1

−1 −1 −1

2

Hence,

#L[A] = (−1)22+ 3(−1)1(−1) + (−1)01 = 2+ 3+ 1 = 6,

and all the summands are positive.

Remark 10.45. We know that signµ(X, Y) = (−1)rank(Y)−rank(X). Hence, we can
rewrite the Zaslavsky formulas as follows:

#L[A] =
∑

X∈Π[A]
|µ(X, T)| (Z2)

#Σ[A] =
∑

X,Y∈Π[A]
X≤Y

|µ(X, Y)| (Z3)
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10.6 Contraction and Restriction

Definition 10.46. Let X ∈ Π[A]. The contraction of A to X is

AX = {H∩ X | H 6⊇ X, H ∈ A}.

It is a hyperplane arrangement with ambient space X. It has the same center as
A.

Definition 10.47. Let X ∈ Π[A]. The restriction of A to X is

AX = {H ∈ A | H ⊇ X}.

It is a hyperplane arrangement with ambient space X. It has center X.

Example 10.48. Again, we will use that hyperplane arrangement A we always
choose:

X

Then

AX = ess(AX) =

AX =

Remark 10.49. We chose the notation AX because AX singles out the portion
of A below X, and AX singles out the portion of A above X.

More precisely,

Π[AX] = {Y ∈ Π[A] | Y ≤ X} = [⊥,X]

Σ[AX] = {F ∈ Σ[A] | supp(F) ≤ X}
L[AX] = {F ∈ Σ[A] | supp(F) = X}.

Π[AX] = {Y ∈ Π[A] | X ≤ Y} = [X,>].

Fix a face Fwith supp(F) = X. Then there are canonical bijections

Σ[AX] ∼= {G ∈ Σ[A] | G ≥ F}
L[AX] ∼= {C ∈ L[A] | C ≥ F}
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Example 10.50 (Continued from Example 10.48). Pick the following face in A
to see the canonical bijections in the previous remark.

F X

11 Properties of Σ-modules

11.1 Characters of the Tits Monoid

LetM be a Σ-module over a field k. Let

ψM : Σ→ Endk(M)

be the associated representation,

ψM(F)(x) = F · x,

F ∈ Σ, x ∈M.

Definition 11.1. The character ofM is the function

χM : Σ→ k, χM(F) = tr(ψM(F)).

Remark 11.2. This is not the same as the characters we were considering in
Section 6.

Lemma 11.3. χM(F) = dim(F ·M).

Proof. Notice that F is idempotent, so we get that M = F ·M ⊕ (1 − F) ·M,
and ψM(F)|F·M = id, ψM(F)|(1−F)·M = 0. Therefore, the matrix of ψM(F) is
conjugate to

ψM(F) ∼

[
idF·M 0

0 0

]
.

Taking traces gives the result.

Lemma 11.4. F ∼ F ′ =⇒ χM(F) = χM(F ′)
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First proof of Lemma 11.4. Recall that F ∼ F ′ ⇐⇒ FF ′ = F and F ′F = F ′. So in kΣ,
(F− F ′)2 = 0. Hence, tr(ψM(F− F ′)) = 0.

Second proof of Lemma 11.4. We saw that there is an isomorphism β : F ·M →
F ′ ·M, so apply Lemma 11.3.

Remark 11.5. Lemma 11.4 says that there is a function χM : Π→ k, such that

Σ k

Π

χM

supp
χM

We may extend both χM to kM and χM to kΠ by linearity. Fix F ∈ Σ, and
let X = supp(F). Recall that

X =
∑
Y≥X

QY ∈ kΠ.

Then applying χM to both sides of this expression, we get

χM(F) = χM(X) =
∑
Y≥X

χM(QY) (20)

Remark 11.6 (Goal). Our goal is to understand the characters χM(QY) for
Y ∈ Π[A].

Here’s the approach. Since

QX =
∑
Y≥X

µ(X, Y)Y,

then we see that
χM(QX) =

∑
Y≥X

µ(X, Y)χM(Y).

But µ(X, Y) ∈ Z, and χM(Y) ∈ N, since χM(Y) = χM(G) for some G. We will
actually show that χM(QX) ∈N instead.

Example 11.7. LetM = kL[A]. The action of F ∈ Σ[A] is F ·C = FC. Recall that
F ≤ D ⇐⇒ FD = D. Hence

F ·M = k{F ·C | C ∈ L[A]} = k{D ∈ L[A] | D ≥ F}.

Therefore,

χM(F) = dim(F ·M) = #{D ∈ L[A] | D ≥ F} = #L[AX],

where X = supp(F).
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Now apply (Z2) to AX.

#L[AX] =
∑

Y∈Π[AX]
|µ(Y,>)| =

∑
Y∈Π[A]
X≤Y

|µ(Y,>)|

Now look at the right-hand-side of (20); which is of the same form as the right
hand side above. By Möbius inversion,

χM(QY) = |µ(Y,>)|.

Example 11.8. LetM = kΣ[A] with F ·G = FG. As before, F ·M = k{G ∈ Σ[A] |
F ≤ G}. Therefore, χM(F) = #Σ[AX] where X = supp(F).

χM(X) = #Σ[AX]

=
∑

Y,Z∈Π[AX]
Y≤Z

|µ(Y,Z)|

=
∑

Y,Z∈Π[A]
X≤Y≤Z

|µ(Y,Z)|

=
∑

Y : X≤Y

 ∑
Z : Y≤Z

|µ(Y,Z)|


Then again by Möbius inversion,

χM(QY) =
∑

Z : Y≤Z
|µ(Y,Z)|.

Remark 11.9. We saw that if F ∼ F ′, then (F− F ′)2 = 0. This comes from the fact
that

ker(supp) = k{F− F ′ | F ∼ F ′}.

This is an ideal of kΣ linearly spanned by nilpotent elements, and in fact this
ideal is nilpotent (although this is not always the case!)

Moreover, ker(supp) is the Jacobson radical of kΣ.

11.2 Primitive Elements

LetM be a left Σ-module.

Definition 11.10. An element x ∈ M is primitive if F · x = 0 for all F 6= 0. Let
P(M) be the space of primitive elements ofM.

Definition 11.11. Let Lie = P(kL) and Zie = P(kΣ).
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Remark 11.12. We call P(kL) Lie by analogy with the Lie elements of a Hopf
Algebra. We offer the name Zie with no justification. It is what it is.

Definition 11.13. We say that z ∈ Zie is special if when we write z =
∑
zFF,

with F ∈ Σ, we have zO = 1.

Proposition 11.14. If z ∈ Zie, then the image of ψM(z) : M → M is contained
in the space P(M) of primitive elements ofM. If, in addition, z is special, then
ψM(z) projectsM onto P(M).

Proof. Take x ∈ M. We have to show that ψM(z)(x) = z · x ∈ P(M). For this,
take E 6= 0 in Σ.

E · (z · x) = (E · z) · x = 0

because z ∈ P(kΣ). Then z · x ∈ P(M).
Now suppose that z is special as well. Take x ∈ P(M).

z · x =
∑
F

zF(F · x) = zOx = x

because F · x = 0 unless F = O.

Corollary 11.15. Special Zie elements are idempotent.

Proof. z2 = ψkΣ(z)(z) = z since z ∈ Zie = P(kΣ).

Remark 11.16. Let F be the forgetful functor

F : Σ-Mod −→ Vectk

. Then kΣ ∼= End(F) can be recovered as the algebra of natural transformations
F→ F, given by

kΣ
∼

−→ End(F)
z 7−→ ψM(z) : F(M)→ F(M)

Similarly, Zie ∼= Hom(F,P), given by

Zie ∼
−→ Hom(F,P)

z 7−→ ψM(z) : M→ P(M)

Now take E ∈ Σ, z =
∑
F z
FF ∈ kΣ. Then

E · z =
∑
F

zFE · F =
∑
G

( ∑
F : EF=G

zF

)
G.

(If G intervenes here, then E ≤ G) Therefore,

z ∈ Zie ⇐⇒ 0 =
∑

F : EF=G

zF for all E,G ∈ Σ such that O < E ≤ G.

105



Lecture 20: Primitive Elements November 1, 2016

Consider the special case E = G. Recall that GF = G ⇐⇒ supp(F) ≤
supp(G). Then

z ∈ Zie =⇒ ∑
F : supp(F)≤X

zF = 0 for all X ∈ Π,X 6= ⊥. (21)

Lemma 11.17. For z ∈ kΣ, the following are equivalent.

(i) zO = 1 and
∑

F : supp(F)≤X
zF = 0 for all X 6= ⊥.

(ii)
∑

F : supp(F)=X

zF = µ(⊥,X) for all X ∈ Π.

(iii) supp(z) = O⊥ =
∑
X

µ(⊥,X)X

Proof. To show that (ii) and (iii) are equivalent, observe.

supp(z) =
∑
F

zF supp(F) =
∑
X

 ∑
F : supp(F)=X

zF

X
Comparing the coefficients shows (ii) ⇐⇒ (iii).

Now let
f(X) =

∑
F : supp(F)=X

zF

for X ∈ Π. Then (i) holds if and only if f(⊥) = 1 and∑
Y : Y≤X

f(Y) = O

for all X 6= ⊥, if and only if
f(X) = µ(⊥,X)

by the definition of the Möbius function. Therefore, we have shown (i) ⇐⇒
(ii).

Remark 11.18. Notice that if z is a special Zie element, then Lemma 11.17(i)
holds by (21). Therefore, Lemma 11.17(ii) and Lemma 11.17(iii) also hold for
special Zie elements.

?

Remark 11.19 (Recall Remark 11.6). We saw last time that

Σ k

Π

χM

supp
χM
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where χM(X) = χM(F) for F such that supp(F) = X.

χM(F) = tr(ψM(F)) = dim(im(ψM(F))).

We want to understand χM(QX), where

X =
∑

Y : X≤Y
QY .

Proposition 11.20. χM(Q⊥) = dimP(M).

Proof. We use the fact that special Zie elements do exist, which we have not yet
shown, but will show later.

Let z be a special Zie element. By Lemma 11.17(iii),

χM(Q⊥) = χM(supp(z)) by Lemma 11.17(iii)

= χM(z)

= tr(ψM(z))

= dim(im(ψM(z))) by Corollary 11.15, z is idempotent

= dimP(M) by Proposition 11.14

Corollary 11.21. Let A be a hyperplane arrangement. Then

dim Lie[A] = |µ(⊥,>)|,

dim Zie[A] =
∑
z

|µ(⊥, z)|.

Proof. By Proposition 11.20,

dim Lie = dimP(kL) = χkL(Q⊥) = |µ(⊥,>)|,

dim Zie = dimP(kΣ) = χkΣ(Q⊥) =
∑
z

|µ(⊥, z)|.

Remark 11.22. Similarly, one shows that

χM(QX) = dim
{
x ∈ F ·M

∣∣∣∣ G · x = O for all G > F
}

(22)

where F ∈ Σ is any face such that supp(F) = X. For this, one applies the
preceeding to the hyperplane arrangement AX.

Noting that [X,>]Π[A] = Π[AX], and that F ·M is a module over F · Σ[A] ∼=
Σ[AX], with P(F ·M) exactly the space on the right-hand side of (22). This
accomplishes the goal in Remark 11.6.
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11.3 An analysis of Lie = P(kL)

Definition 11.23. Given F ∈ Σ, D ∈ L, let

`(F,D) = {C ∈ L | FC = D}.

Example 11.24. For the hyperplane arrangement A below, where F and D are
as labelled, `(F,D) consists of D,C and B.

F

D

C

B

Given z ∈ kL, write z =
∑
C∈L z

CC. As for Zie elements, we have that

z ∈ Lie ⇐⇒ F · z = O for all F 6= O ⇐⇒ ∑
C∈`(F,D)

zc = 0 for all O < F ≤ D

with F ∈ Σ and D ∈ L.

Example 11.25. If A is the hyperplane arrangement below, Π[A] = {⊥,>},
|µ(⊥,>)| = 1, `(C,C) = {C,C} = `(C,C).

O CC

Lie[A] = {aC+ bC ∈ kL[A] | a+ b = 0}.

Example 11.26 (Example 11.24, continuted). For the hyperplane arrangement
A below, where F and D are as labelled, `(F,D) consists of D,C and B.

F

D
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Π[A] is the lattice below.

Π[A] =

>

• • •

⊥

We have that |µ(⊥,>)| = 2 = dim Lie[A]. The equations say that along each
semicircle, the sum of the coefficients is zero. Then `(F,D) is a semicircle and
`(D,D) is a full circle. We have that

Lie[A] = {(a,b, c) ∈ k3 | a+ b+ c = 0}.

Below are some facts that we will not prove, but are true anyway.

Fact 11.27. Consider supp : kΣ→ kΠ. Then

(a) ker(supp) is the Jacobson radical of kΣ. This ideal is nilpotent, and in fact

Jac(kΣ)rank(A)+1 = 0.

(b) Jac(kΣ)rank(A) = Lie[A].

11.4 Dynkin Idempotents

Definition 11.28. Let A be a hyperplane arrangement with center O and ambi-
ent space V . A hyperplane H in V is generic with respect to A if it contains O
but does not contain any other face of A. In particular, H 6∈ A

Example 11.29. Consider the hyperplane

H

Example 11.30. If rank(A) = 1, then the only possible choice of generic hyper-
plane is H = O.
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Example 11.31. For an example where rank(A) = 3, consider the hyperplane
arrangement below; it is drawn projected onto the unit sphere in R3.

H

Let H be a generic hyperplane with respect to A. Let A ′ = A∪ {H}. A face F
of A is either completely contained in one of H+ or H−, or has points in both
H+ and H−.

H

F H

F

H

F

In the first two cases, F remains a face of A ′. In the last, F gives rise to 3 faces of
A ′: namely F∩H+, F∩H−, and F∩H.

Definition 11.32. Let h be a closed half space where the bounding hyperplane
is generic with respect to A. The associated Dynkin element is

θh =
∑
F : F⊆h

(−1)rank(F)F ∈ kΣ[A].

Remark 11.33. This gives an example of a special Zie element; we proved
Proposition 11.20 assuming the existence of special Zie elements, and this finally
gives an example of such an element.

Note that
θh = O+

∑
F : F⊆

◦
h

(−1)rank(F)F

Proposition 11.34. θh is a special Zie element. In particular, it is idempotent.

Proof sketch1. Recall that

z ∈ Zie ⇐⇒ ∑
F : EF=G

zF = O
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for O < E ≤ G, if and only if ∑
F : EF≤G

zF = 0

for all O < E ≤ G.
So we need to show that ∑

F : EF≤G
F⊆h

(−1)rank(F) = O

for all O < E ≤ G.
Recall that each face corresponds to a cell in a CW decomposition of a face.

Consider the following sets.

S1 = {F ∈ Σ[A] : EF ≤ G}

S2 = {F ∈ Σ[A] : EF ≤ G, F ⊆ h}

S3 = {F ∈ Σ[A] : EF ≤ G, F ⊆ h}

Here A ⊆ A∪ {H} and H = ∂h.

h

E
G

|S1|

h

|S2|

E
G

h

E
G

|S1|

The idea is that |S2| is complicated, but |S1| and |S3| are not.
|S3| is a cone of teh arrangement A ′. Hence, it is either a ball or a sphere. It

is not a sphere in this case because H is generic. Therefore, |S3| is a ball and∑
F∈S3

(−1)rank(F) = 0.

Now the faces in S3/S2 are of the form F∩ h or F∩H, for some F ∈ S1.
So they come in pairs with rank difference 1. Therefore,∑

F∈S3\S2

(−1)rank(F) = 0.
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It follows that ∑
F∈S2

(−1)rank(F) = 0.

Corollary 11.35. For any h as above,

|µ(⊥,>)| = #{c ∈ L[A] : C ⊆ h}.

Proof. We saw that for a special Zie element z, and any X ∈ Π[A],∑
F : supp(F)=X

zF = µ(⊥,X).

Apply to z = θh, X = >. We get∑
C∈L[A]
C⊆h

(−1)rank(C) = µ(⊥,>).

Then
#{C ∈ L[A] : C ⊆ h} = (−1)rank(>)µ(⊥,>) = |µ(⊥,>)|.

Remark 11.36. Notice that, because each Dynkin element is a special Zie ele-
ment, it is an idempotent.

Recall that θh is a special Zie element, which means that

ψkL(θh) : kL[A] −→ Lie[A]
c 7−→ θh · c

Lemma 11.37. Let h be as before. Let C be a chamber such that C 6⊆ h, where h
is the opposite half-space. Then θh ·C = 0.

The proof of this lemma is hard, and so we will not prove it.

Proposition 11.38. For any such h, and any C ∈ L[A], the set

{θh ·C | C ⊆ h}

is a basis of the space Lie[A].

Proof. The facts that ψ(θh) is onto and Lemma 11.37 imply that

{θh ·C | C ⊆ h}

spans Lie[A]. This set has the right-dimension, by Corollary 11.35 applied to
h.
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11.5 Application: another Zaslavsky’s formula

We can use this to derive another form of Zaslavsky’s formula, which we call
Zaslavsky’s formula for bounded chambers. Let B be an affine hyperplane
arrangement. Then Π[B] is a join-semilattice, meaning it has meets and ⊥may
not exist.

Proposition 11.39 (Zaslavsky). The number of bounded chambers in an affine
hyperplane arrangment B is ∣∣∣∣∣∣

∑
X∈Π[B]

µ(X,>)

∣∣∣∣∣∣
Before proving this, we need a lemma. We will not prove the lemma.

Lemma 11.40.

(1) Π[A] ∼= Π[B]t {⊥}.

(2) Let h be the half space bounded by H that contains H1. Then

{C ∈ L[A] : C ⊆ h} ∼= {C ∈ L[B] | C bounded}.

(3) Any affine hyperplane arrangement B arises in this manner, where A is
the projectivization of B.

Proof of Proposition 11.39. Let A be a linear hyperplane arrangemetn and H a
generic hyperplane with respect to A. Let H1 be an affine hyperplane parallel
to H, and different from H itself. Let B = AH1 . This is an affine hyperplane
arrangement with ambient space H1.

•

•

•
B

A

H H1

h

Then, using Lemma 11.40, we can conclude that

#{C ∈ L[B] | C bounded } = #{C ∈ L[A] | C ⊆ h}
= |µΠ[A](⊥,>)| by Corollary 11.35
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But we also have that

µΠ[A](⊥,>) = −
∑

X∈Π[A],X 6=⊥
µΠ[A](X,>) = −

∑
X∈Π[B]

µΠ[B](X,>).

Hence we conclude the result.

11.6 The radical of kΣ

Definition 11.41. A nilpotent ideal of an algebra A is an ideal I such that
Im = 0 for somem.

Note that this is stronger than the statement that each element of the ideal
is nilpotent. In particular, any finite product of elements of the ideal of length
longer thanm is zero.

Definition 11.42. The (Jacobson) radical of an algebraA is the largest nilpotent
ideal of A.

Let K = ker (supp : kΣ→ kΠ). Our goal is to show that K is the radical of
kΣ.

Definition 11.43.

An element x ∈ kΣ is homogeneous if

x =
∑

G : supp(G)=X

xGG

for some x ∈ Π. We write supp(x) = X.

Fact 11.44. K is linearly spanned by homgeneous elements. In fact, K is linearly
spanned by all elements of the form F− F ′ where F ∼ F ′.

Note that if x ∈ K is homogeneous, then∑
G : supp(G)=X

xG = 0,

where X = supp(X).

Lemma 11.45. Let x ∈ K be homogeneous, supp(x) = X.

(a) If supp(F) ≥ X, then F · x = 0.

(b) If y ∈ kΣ is another homogeneous element, with supp(y) ≥ X, then
yx = 0.
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Proof. (a) Recall that supp(F) ≥ supp(G) ⇐⇒ FG = F. Hence,

F · x =
∑

G : supp(G)=X

xGFG =

 ∑
G : supp(G)=X

xG

 F = 0
(b) This follows from (a), because if y is homogeneous then y is a linear

combination of elements Fwith supp(F) ≥ X.

Proposition 11.46. Let r = rank(A). Then Kr ⊆ Lie.

Proof. Take x1, . . . , xr ∈ K and F ∈ Σ, F > O. We need to show

x1x2 · · · xr ∈ kL ⊆ kΣ (23)

Fx1x2 · · · xr = 0 (24)

If we show both of these, then x1, . . . , xr ∈ P(kL) = Lie.
We may assume that the xi are homogeneous. Since

supp(xy) = supp(x)∨ supp(y),

we have that

⊥ ≤ supp(x1) ≤ supp(x1x2) ≤ . . . ≤ supp(x1x2 · · · xr) ≤ >.

This is a chain of length r+ 1 inside a lattice of rank r, so one of these must be
an equality. Either the inequality comes in the middle or at the top.

Suppose that

supp(x1x2 · · · xi−1) = supp(x1x2 · · · xi)

for some i, 1 ≤ i ≤ r. Then

supp(xi) ≤ supp(x1x2 · · · xi−1).

Now let x = xi, y = x1 · · · xi−1. Then by Lemma 11.45, yx = 0. But yx =

x1x2 · · · xi, so we have

x1x2 · · · xr = (x1x2 · · · xi)xi+1 · · · xr = yx(xi+1 · · · xr) = 0

and we’re done.
Otherwise, we have a strict chain, except at the top.

⊥ < supp(x1) < supp(x1x2) < . . . < supp(x1x2 · · · xr) ≤ >.
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Because the rank is r, again we must have equality at the top otherwise the rank
is larger. This implies

supp(x1x2 · · · xr) = > =⇒ x1x2 · · · xr ∈ kL.

This shows (25). To show (24), apply a similar argument for

⊥ ≤ supp(F) ≤ supp(Fx1) ≤ . . . ≤ supp(Fx1x2 · · · xr) = >.

This means that

supp(Fx1x2 · · · xi−1) = supp(Fx1x2 · · · xi)

for some 1 ≤ i ≤ r. Therefore, Fx1x2 · · · xr = 0.

Remark 11.47. Later we’ll see that Kr = Lie.

Proposition 11.48. Kr+1 = 0

Proof. Either use a similar argument to the proof of Proposition 11.46, or do the
following.

We have Kr ⊆ Lie ⊆ Zie, so F · Kr = O for all F > O. Therefore, (F− F ′) ·
Kr = 0 for all F ∼ F ′. Hence K · Kr = 0.

Corollary 11.49. K = rad(kΣ).

Proof. We know that K is nilpotent and kΣ/K = kΠ is semisimple, meaning it
has no nontrivial nilpotent ideals.

Take x ∈ kΣ nilpotent. Therefore x ∈ kΣ/K is nilpotent. Hence x = 0.
Therefore, x ∈ K.

Therefore, K consists precisely of the nilpotent elements of kΣ. So K is a
nilpotent ideal (by Proposition 11.48) and contains each nilpotent element, so it
must be the largest nilpotent ideal. Hence, K = rad(kΣ).

Remark 11.50. The algebraMn(k) of n×nmatrices over k is simple, meaning
it has no proper nontrivial ideals. So rad(Mn(k)) = 0. But there are many
nilpotent elements of this algebra.

12 The Joyal-Klyachoko-Stanley isomorphism

12.1 Homology of Posets

Definition 12.1. Let P be a finite poset with minimum ⊥ and maximum >.
Suppose⊥ < >. The order complex of P is the simiplicial complex ∆(P), whose
i-simplicies are the strict chains of length i in P \ {⊥,>}, or equivalently, the
chains of length i+ 2 from ⊥ to > in P,

⊥ = x0 < x1 < . . . < xi < xi+1 < xi+2 = >.
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Definition 12.2. The homology of P is the homology of the chain complex

Ci(P) = k∆i(P) = formal linear combinations of i-simplicies.

· · · Ci(P) Ci−1(P) · · · C0(P) C−1(P),
∂i+1 ∂i ∂0

∂i(⊥ < x1 < . . . < xi+1 < >) =
i+1∑
j=1

(−1)j(⊥ < x1 < . . . < x̂j < . . . < xi+1 < >).

Hi(P) =
ker(∂i)/

im(∂i+1)

Note that C0(P) = k∆0(P) ∼= kP, C−1(P) = k{⊥ < >} ∼= k.

Remark 12.3. This is the reduced homology of the geometric realization of
∆(P). So

Hi(P) = H̃i(∆(P)).

Definition 12.4. A finite lattice P is cogeometric if P is lower semimodular and
every element is the meet of elements of rank r− 1, where r = rank(P).

Example 12.5. Π[A] is cogeometric.

Fact 12.6. If P is a cogeometric lattice of rank r, then∆(P) is homotopy equivalent
to a wedge of spheres of dimension r− 2.

∆(P) ' Sr−2 ∨ Sr−2 · · ·∨ Sr−2.

Therefore,

Hi(P) =

{
km if i = r− 2

0 if i 6= r− 2,

and we can compute the reduced Euler characteristic as

χ̃(P) = (−1)r−2m.

This implies that
µ(⊥,>) = (−1)rm.

So we can figure outm from the Möbius function:

m = |µ(⊥,>)|.

Example 12.7. Now let P = Π[A], where rank(A) = r. So

dimHr−2(Π[A]) = |µ(⊥,>)|.
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Recall also that dim Lie[A] = |µ(⊥,>)|, so both Lie[A] and Hr−2(Π[A]) are
vector spaces of the same dimension. Our goal is to find a deeper relation
between these two.

Theorem 12.8 (Aguiar). There is a natural isomorphism (natural in A)

Hr−2(Π[A])⊗ E0[A] ∼= Lie[A],

where E0[A] is the space of orientations of A (to be defined later).

We will prove this theorem in this section.

Example 12.9 (Joyal-Klyachko-Stanley, Barcelo-Wachs, Björner). In particular,
when A is the braid arrangement in Rn (having rank r = n− 1), then there is
an isomorphism

Hn−3(Π[n])⊗ En ∼= Lie[n]

not only as vector spaces, but also as Sn-modules. Here,

• Π[n] is the lattice of partitions of [n].

• En is the sign representation of Sn.

• Lie[n] is the space of classical Lie elements.

• Sn is the symmetric group.

Example 12.10. Let A be the braid arrangement in R3.

Π[A] =

>

• • •

⊥

∆(Π[A]) : • • • ' S0 ∨ S0

m = 2 = µ(⊥,>)
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Example 12.11. Let A be the braid arrangement in R4. Then

Π[A] =

>

• • • • • •

• • • • • • •

⊥

Then ∆(Π[A]) has 13 vertices and 18 edges. µ(⊥,>) = −6, and

∆(Π[A]) ' S1 ∨ S1 ∨ S1 ∨ S1 ∨ S1 ∨ S1.

12.2 Orientations

Let V be a real vector space of dimension n. Given two ordered bases of V ,
B = (v1, . . . , vn) and C = (w1, . . . ,wn). Let T : V → V be the linear change of
basis. Write B ∼ C if det(T) > 0. This is an equivalence relation.

Definition 12.12. The equivalence class of ordered bases on V is an orientation
of V . There are exactly two orientations if dimV ≥ 1.

Definition 12.13. Let A be a hyperplane arrangement in V . Let E0[A] denote
the k-vector space spanned by the two orientations σ1, σ2 of V/Omodulo the
relation σ1 + σ2 = 0.

Let ∆max(Σ[A]) be the set of maximal chains of faces

f = (0 < F1 < . . . < Fr−1 < Fr).

Let Cf = Fr, and

supp(f) = (⊥ < x1 < . . . < xr−1 < >).

Note that r = rank(A), Cf is a chain, and

supp(f) ∈ ∆r−2(Π[A]).

Pick a vector vi ∈ Fi for each i = 1, . . . , r. Then (v1, . . . , vr) is an ordered
basis of V/O. Let [f] be the equivalence class of this basis: it does not depend
on the chosen vectors.
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Example 12.14.

O

F1

F2

v1 w1

v2

w2

w1 = ar1, w2 = br1 + cr2.

T ∼

[
a b

0 c

]
where a, c > 0.

Definition 12.15. Given an orientation T , define

(σ : f) =

{
1 if σ = [f]

−1 otherwise.

Then, in E0[A], σ = (σ : f)[f].

Recall that Cr−2(Π[A]) = k∆r−2(Π[A]).

Definition 12.16 (Wachs, Björner). Given a chamber C and an orientation σ,
define the Wachs elements

WC,σ ∈ Cr−2(Π[A])

by
WC,σ =

∑
f∈∆max(Σ[A])

Cf=C

(σ : f) supp(f).

We will show that

WC,σ ∈ Hr−2(Π[A]) = ker
(
Cr−2(Π[A])

∂r−2
−−−→ Cr−1(Π[A])

)
.

Lemma 12.17. Let E,G be faces ofA such that E ≤ G and rank(G) = rank(E)+ 2.
Then there are exactly two faces F1 and F2 such that E < Fi < G for i = 1, 2.

G

F1 F2

E
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Proof. If rank(A) = 2, this is clear.

E

F1

G

F2

In general, let X = supp(E), Y = supp(G). Then AYX is of rank 2 and [E,G]Σ[A]
is in bijection with an interval from the center to a chamber of AYX.

Proposition 12.18.WC,σ ∈ Hr−2(Π[A])

Proof.
∂(WC,σ) =

∑
f : Cf=C

(σ : f)∂(supp(f)).

This is a linear combination of chains of flats of the form

x = (⊥ < X1 < . . . < X̂i < . . . < Xr−1 < >).

Each chain of faces f such that supp(f) = x, there is exactly one other chain
f ′ such that supp(f ′) is x after removing the i-th element of the chain, and f ′

differs from f in exactly place i. This is by Lemma 12.17.

...

G

F1 F2

E

...

7−→

...

Xi+1

Xi−1

...

f, f ′ x
supp
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So it suffices to check that (σ : f) + (σ : f ′) = 0, that is, [f] 6= [f ′].

E
F1

G

F2

vi−1

v ′i−1 vi = v
′
i

v ′i−1 = avi−1 + bvi for a < 0.

12.3 Cohomology of Posets

Definition 12.19. Now let Ci(Π[A]) = Ci(Π[A])∗ be the dual of the space of
chains in P. This is called the space of cochains. We reverse all the arrows on
the complex of spaces of chains to get a complex of cochains.

Cr−2 Cr−3 · · · C0 C−1
∂r−2 ∂r−3 ∂0

Cr−2 Cr−1 · · · C0 C−1∂r−2 ∂r−1 ∂0

Hr−2 = ker(∂r−2)

Hr−2 = coker(∂r−2) = Cr−2/ im(∂r−2).

Definition 12.20. Define a map

J : Cr−2(Π[A]) −→ L[A]⊗ E0[A]
φ 7−→ ∑

f∈∆max(Σ[A])φ(supp(f))Cf ⊗ [f]

natural in A.

Lemma 12.21. J factors through cohomology:

Cr−2 L⊗ E0

Hr−2

J

J

and
J(φ) =

∑
C∈L

φ(WC,σ)C⊗ σ. (25)
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Proof. Pick an orientation σ. By the definition of (σ : f), we have

J(φ) =
∑
f∈∆max

φ(supp(f))(σ : f)Cf ⊗ σ

=
∑
C∈L

 ∑
f∈∆max
Cf=C

φ(supp(f))(σ : f)

C⊗ σ
=
∑
C∈L

φ(WC,σ)C⊗ σ.

If φ = ∂∗(ψ) for some ψ ∈ Cr−3, then

φ(WC,σ) = ψ(∂(WC,σ)) = ψ(0) = 0

for all C. So J(φ) = 0.

Theorem 12.22 (Björner-Wachs). Pick a generic hyperplane H for A, and let h
be one of its closed half-spaces, h the opposite half space. Then

{WC,σ : C ⊆ h}

is a basis of Hr−2(Π[A]), and therefore

dimHr−2(Π[A]) = |µ(⊥,>)| = #{C : C ⊆ h}.

We won’t prove this theorem, because it’s a lot of work, but we will use it
often.

Definition 12.23. Let {WC,σ
h : C ⊆ h} be the dual basis of Hr−2(Π[A]), that is,

WC,σ
h = (WC,σ)

∗.

Lemma 12.24. The vectors J(WC,σ
h ) are linearly independent.

Proof. A computation.

J(WC,σ
h ) =

∑
D∈L

WC,σ
h (WD,σ)D⊗ σ by Eq. (25)

=
∑
D∈L
D⊆h

WC,σ
h (WD,σ)D⊗ σ+

∑
D∈L
D 6⊆h

WC,σ
h (WD,σ)D⊗ σ

= C⊗ σ+
∑
D∈L
D 6⊆h

WC,σ
h (WD,σ)D⊗ σ

Each J(WC,σ
h ) has a termC⊗σ that doesn’t appear in any other J(WC

′ ,σ
h ) for any

other chamber C ′. Therefore, these vectors should be linearly independent.
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Lemma 12.25. Let f = (O < F1 < . . . < Fr) ∈ ∆max(Σ[A]). For each i, let
Gi be the second face, other than Fi, such that Fi−1 < Gi and supp(Gi) =

supp(Fi).Then ∑
g∈∆max

supp(g)=supp(f)

[g]Cg = (F1 −G1) · · · (Fr −Gr)

where the product is taken in kΣ[A].

Gi

Fi

Fi−1

Assuming this lemma, each Fi −Gi is an element of the radical of kΣ =

ker(supp). Hence, ∏
i

(Fi −Gi) ∈ rad(kΣ) ⊆ Lie .

Theorem 12.26.
Hr−2(Π[A]) L[A]⊗ E0[A]

Lie[A]⊗ E0[A]

J

Proof. It suffices to show that

J̃ : Hr−2(Π[A])⊗ E0[A] −→ L[A]
φ⊗ σ 7−→ ∑

f∈∆max
φ(supp(f))(σ : f)Cf

has image in Lie[A] (this is enough because E0[A]⊗ E0[A] ∼= k).

Corollary 12.27. J : Hr−2(Π[A]) ∼= Lie[A]⊗ E0[A]

13 Connections to classical algebra

Definition 13.1. Let V be a vector space. Then define the following:

(a) T (V) is the free associative algebra on V ,

(b) S(V) is the free commutative algebra on V ,

(c) L(V) is the free Lie algebra on V .
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Fact 13.2.

(a) T (V) ∼=
⊕
n≥0

V⊗n

(b) S(V) is the abelianization of T (V).

(c) T (V) is the universal enveloping algebra of L(V).

(d) T (V) is a Hopf algebra.

(e) L(V) is the primitive elements of T(V).

L(V) = {x ∈ T+(V) | ∆(x) = 1⊗ x+ x⊗ 1}.

Proof sketch.

(a) This object satisfies the universal property of the free associative algebra
on V .

(b) Both objects satisfy the universal property of the free commutative algebra
on V .

(c) Both objects satisfy the universal property of the free associative algebra
on V .

(d) T (V) is the universal enveloping algebra of a Lie algebra, and there-
fore Hopf. Explicitly, the coproduct is given on a homogeneous element
v1v2 · · · vm by

∆(v1v2 · · · vm) =
∑

StT=[n]

vS ⊗ vT .

(e) For any Lie algebra g, the set of the primitive elements of U(g) is isomor-
phic to g as Lie algebra.

L(V) is the Lie subalgebra of T(V) with the commutator bracket [v,w] =
vw−wv. It is generated by V , and it’s elements are finite brackets of elements
of v.

Definition 13.3. The Dynkin operator is

ΘV : T (V) −→ L(V)
v1 · · · vn 7−→ 1

n [· · · [[v1, v2], v3] , · · · , vn]

Theorem 13.4 (Dynkin-Weber-Specht). ΘV is an idempotent and ΘV |L(V) = id.

Example 13.5. When n = 2,

ΘV (vw) =
1

2
[v,w] =

1

2
(vw−wv)

Θ2V (vw) =
1

2

(
1

2
(vw−wv) −

1

2
(wv− vw)

)
=
1

2
(vw−wv) = ΘV (vw).
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13.1 The Schur functor of a species

Definition 13.6. Let P be a species. Its Schur functor FP : Vec→ Vec is

FP(V) =
⊕
n≥0

V⊗n ⊗kSn P[n].

Recall that P[n] is a left Sn-module and V⊗n is a right Sn-module via

v1 ⊗ · · · ⊗ vn · σ = vσ(1) ⊗ · · · ⊗ vσ(n).

Example 13.7. We have that, as kSn-modules,

T(V) =
⊕
n≥0

V⊗n ∼=
⊕
n≥0

V⊗n ⊗kSn kL[n],

since kL[n] is the regular representation of Sn, hence kSn ∼= kL[n]. So T = FkL.

Definition 13.8. If G acts onW on the right, then the space of coinvariants of
this action is

WG =
W/
k{w−w · g | w ∈W,g ∈ G}.

As a kG-module,WG ∼=W ⊗kG k, where k is the trivial G-module.

Example 13.9. As kSn-modules,

S(V) =
⊕
n≥0

(V⊗n)Sn
∼=
⊕
n≥0

V⊗n ⊗kSn k ∼=
⊕
n≥0

V⊗n ⊗kSn kE[n].

Hence, S = FkE.

Fact 13.10. There is a species Lie such that L = FLie. This means that

L(V) =
⊕
n≥0

V⊗n ⊗kSn Lie[n].

13.2 Schur-Weyl Duality

The classical Schur-Weyl Duality gives a relation between GL(V)-representations
and Sn-representations, where dimV = n.

There is an action of GL(V) on V from the left, so we get an action of GL(V)
on V⊗n diagonally;

A · (v1 ⊗ v2 ⊗ · · · ⊗ vn) = (Av1)⊗ (Av2)⊗ · · · ⊗ (Avn).

Definition 13.11. The centralizer algebra of this action is EndGL(V)(V
⊗n).
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If f ∈ EndGL(V)(V
⊗n), then f is a linear map f : V⊗n → V⊗n such that

V⊗n V⊗n

V⊗n V⊗n

f

g g

f

for all g ∈ GL(V). That is, f commutes with all g ∈ GL(V).
The right-action of σ ∈ Sn on V⊗n by permuting the factors defines a map

Sn → EndGL(V)(V
⊗n).

Moreover, this commutes with the action of GL(V).

Theorem 13.12 (Schur-Weyl Duality). If dimV ≥ n, then

kSn
∼=

−→ EndGL(V)(V
⊗n).

Theorem 13.13 (Categorical Schur-Weyl Duality ). The functor

Sp −→ End(Vect)
P 7−→ FP

is full and faithful.

This says that given two species,

HomSp(P,Q)
∼=

−→ Hom(FP,FQ)

Therefore, for any f : P → Q a morphism of species, we have a natural transfor-
mation FP → FQ given by

Fp(V) FQ(V)

V⊗n ⊗kSn P[n] V⊗n ⊗kSn Q[n]
id⊗kSnf

Why is this theorem called Categorical Schur-Weyl duality?

Example 13.14. In the case of T = FkL,

End(T) ∼= EndSp(kL) ∼=
∏
n≥0

EndkSn(kL[n]) ∼=
∏
n≥0

kL[n].

On the right, Schur’s lemma gives that EndkSn(kL[n]) ∼= kL[n], since kL[n] ∼=
kSn.

127



Lecture 24: Schur-Weyl Duality November 15, 2016

In particular, we have by Categorical Schur-Weyl duality,

Hom(T ,L) ∼= HomSp(kL, Lie) ∼= Lie

Extracting the componentwise isomorphisms for a vector space V , we see that
for all n, the following holds.

Hom(V⊗n,V⊗n ⊗kSn Lie[n]) ∼= HomkSn(kL[n], Lie[n]) ∼= Lie[n].

Let’s apply this to the Dynkin operator. We have

ΘV : T(V)→ L(V)
for each vector space V . Verifying naturality in V is the same as checking that
the following diagram commutes for all g : V →W linear.

T (V) L(V)

T (W) L(W)

ΘV

T(g) L(g)

This is routine, and gives us a natural transformation Θ ∈ Hom(T ,L).
This natural transformation Θ corresponds to a sequence of linear maps

(Θn)n≥0 with Θn ∈ Lie[n]. We have

ΘV (v1 ⊗ · · · ⊗ vn) = v1 ⊗ · · · ⊗ vn ⊗Sn Θn ∈ V⊗n ⊗kSn Lie[n].

Example 13.15.

ΘV (uvw) =
1

3
[[u, v],w]⊗S3 idS3

=
1

3
(uvw− vuw−wuv+wvu)⊗S3 (1 2 3)

=
1

3
(uvw− uvw · (2 1 3) − uvw · (3 1 2) + uvw · (3 2 1))⊗Sn (1 2 3)

=
1

2
uvw⊗S3 ((1 2 3) − (2 1 3) − (3 1 2) + (3 2 1))

So in this case, we have

Θ3 =
1

3
((1 2 3) − (2 1 3) − (3 1 2) + (3 2 1)) ∈ Lie[3]

We write this sometimes as

Θ3 =
1

3
[[1, 2], 3]

where the boldface digits 1, 2, 3 are formal symbols, not numbers.

Remark 13.16. Here Lie is a species, and so Lie[n] is an Sn-module; neither
are Lie algebras. The Lie algebra in question is L(V). But just as kL is a Hopf
monoid in Sp, the species Lie is a Lie monoid in Sp.
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13.3 Fock Functor

To define the Schur functor FP, we fixed P, but let V vary to get FP : Vect →
Vect. If we fix V but let P vary, then we get the Fock functor.

Definition 13.17. The Fock functor KV : Sp → gVec from the category of
species to the category of graded vector spaces is defined by

KV (P) =
⊕
n≥0

V⊗n ⊗kSn P[n].

Remark 13.18 (Recall). Sp is a symmetric monoidal category under the Cauchy
product, and so is the category gVec of graded vector spaces.

Fact 13.19. KV is a strong symmetric monoidal functor. Therefore, if P is a
monoid in Sp, then KV (P) is a graded algebra.

If P is Hopf, then kV (P) is a graded Hopf algebra, and if P is a Lie monoid,
then KV (P) is a graded Lie algebra.

Example 13.20. If P = kL, then KV (kL) = T (V) is a cocommutative graded
Hopf algebra.

If P = kE, then KV (kE) = S(V) is a commutative and cocommutative graded
Hopf algebra.

If P = Lie, then KV (Lie) = L(V) is a graded Lie algebra.

Remark 13.21.
L(V) = P(T (V)) ⇐⇒ Lie = P(kL)

where P denotes taking the primitive elements.

∆S,T : H[I]→ H[S]⊗H[T ]

P(H)[I] =
⋂

I=StT
S,T 6=∅

ker(∆S,T )

=
⋂

F∈Σ[I]
ker(∆F)

=
⋂

ker(F : H[F]→ H[F]) =
⋂

ker(µF∆F)

14 Additional (Category Theory) Topics

14.1 Monoidal Functors

We’ll return to the situation of Section 3 and discuss what it means for a functor
to preserve the monoidal structure of a monoidal category C.
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Let C and D be monoidal categories, and F : C → D a functor. Let M be a
monoid in C, withM •M µ

−→M, I ι−→M it’s multiplication and identity maps.
Is F(M) a monoid object in D?

We can apply F to both µ and ι, but this doesn’t quite get us a structure of
a monoid on F(M). We need, in addition, maps F(M) • F(M)→ F(M •M) and
I→ F(I).

F(M) • F(M) F(M •M) F(M)

IF(I) F(M)

F(µ)

F(ι)

Definition 14.1. A (lax) monoidal functor (C, •, I)→ (D, •, I) is a triple (F,φ,φ0)
where F : C→ D is a functor,

φX,Y : F(X) • F(Y)→ F(X • Y)

a natural transformation, and

φ0 : I→ F(I)

a morphism, subject to the following diagrams commuting.

F(X) • F(Y) • F(Z) F(X • Y) • F(Z)

F(X) • F(Y • Z) F(X • Y • Z)

idF(X)•φY,Z

φX,Y•idZ

φX•Y,Z

φX,Y•Z

F(I) • F(X) F(I • X)

I • F(X) F(X)

φI,X

ι•idX

Definition 14.2. A monoidal functor (F,φ,φ0) is strong if φ,φ0 are isomor-
phisms, and strict if φ,φ0 are identities.

Proposition 14.3. If (F,φ,φ0) are lax monoidal, and (M,µ, ι) is a monoid in C,
then (FM, F(µ) ◦φM,M, F(ι) ◦φ0) is a monoid in D.

Exercise 14.4. Prove the proposition above.

Definition 14.5. A colax monoidal functor (C, •, I)→ (D, •I) is a triple (F,ψ,ψ0)
where F : C→ D is a functor

ψX,Y : F(X, Y)→ F(X) • F(Y)
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a natural transformation and

ψ0 : F(I)→ I

a morphism, subject to the dual axioms as in Definition 14.1.

Proposition 14.6. Colax monoidal functors preserve comonoids.

Remark 14.7. Strong monoidal functors are both lax and colax monoidal func-
tors.

Definition 14.8. Let C and D be braided monoidal categories with braiding β.
A bilax monoidal functor C → D consists of a functor F : C → D that is both
lax and colax

F(X) • F(Y) F(X • Y)

I F(I)

φX,Y

ψX,Y

φ0

ψ0

such that the following diagrams commute for any A,B,C,D ∈ C.

F(A • B) • F(C •D)

F(A) • F(B) • F(C) • F(D) F(A • B •C •D)

F(A) • F(C) • F(B) • F(D) F(A • B •C •D)

F(A •C) • F(B •D)

ψA,B•ψB,C ψ(A•B,C•D)

id•β•id F(id•β•id)

φA,C•φB,C ψA•C,B•D

(and three other axioms)

Proposition 14.9. Bilax monoidal functors preserve bimonoids.

Definition 14.10. A bilax monoidal functor is bistrong if φ = ψ−1.

Remark 14.11. It turns out that F is bistrong if and only if

• (F,φ,φ0) is strong,

• (F,ψ,ψ0) is costrong,

• The diagram below commutes.

F(A) • F(B) F(A • B) F(A) • F(B)

F(B) • F(A) F(B •A) F(B) • F(A)

β

φA,B

F(β)

ψA,B

β

φB,A ψB,A
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14.2 Monoidal properties of the Schur Functor

Example 14.12. Consider the Schur functor. Given a species P and vector space
V ,

FP(V) =
⊕
n≥0

V⊗n ⊗Sn P[n].

This gives rise to a functor

Sp −→ End(Vect)
P 7−→ FP.

The objects of End(Vect) are the functors F : Vect→ Vect, and the morphisms
are natural transformations.

(Sp, ◦) is a monoidal category under substitution:

(P ◦Q)[I] =
⊕

X∈Π[I]

P[X]⊗
⊗
B∈X

Q[B].

(End(Vect), ◦) is a monoidal category under composition:

(F ◦G)(V) = F(G(V)).

Fact 14.13. F : (Sp, ◦)→ (End(Vect), ◦) is strong monoidal.

Definition 14.14. An operad is a monoid in a monoidal category. A monad on
C is a monoid in the monoidal category (End(C), ◦).

Remark 14.15. As a consequence of Fact 14.13, if P is an operad, then FP is a
monad on Vect. Moreover, FP(V) is the free algebra on V over the operad P.

Example 14.16. kL is an operad, and therefore FkL(V) = T(V) is the free asso-
ciative algebra on V . kE is an operad, and therefore FkE(V) = S(V) is the free
commutative algebra on V . So we say that kL is the associative operad, and kE
is the commutative operad.

Example 14.17. Define three bilax monoidal functors K,K∨,K : Sp→ gVec by

K(P) = (P[n])n≥0,

K∨(P) = (P[n])n≥0.

Although K and Kvee are the same on objects, they will have different bilax
structures.
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Given species P and Q, define φ,ψ on components of degree n by

K(P) • K(Q) K(P •Q)

⊕
i+j=n P[i]⊗Q[j]

⊕
StT=[n] P[S]⊗Q[T ] = (P •Q)[n]

φ : P[i]⊗Q[j] P[i]⊗Q[i+ 1, . . . , i+ j = n]

ψ : P[S]⊗Q[T ] P[s]⊗Q[t]

φP,Q

ψP,Q

id⊗can[i+1,n]

can−1
S ⊗can−1

T

Likewise, define φ∨ and ψ∨ by

φ∨ : P[i]⊗Q[j]
∑

canS⊗canT
−−−−−−−−−→ ∑

|S|=i
|T |=j

P[S]⊗Q[T ]

ψ∨P[S]⊗ P[T ]
id⊗can−1

T−−−−−−→ {P[s]⊗Q[t] if S initial

0 otherwise.

Fact 14.18. (K,φ,ψ) is a bilax monoidal functor from Sp to gVec.

Definition 14.19 (Notation). If S ⊆N is a finite subset, and s = |S|, then there is
a unique order-preserving bijection σ : [s]→ S. Hence we have σ∗ : P[s]→ P[S].
Call φ∗ = canS.

Remark 14.20. If G is a finite group and W is a G-module, then the norm
transformation is

W −→ W

w 7−→ ∑
g∈G

g ·w

Proposition 14.21. There exists a morphism of bilax monoidal functors κ : K →
K∨. This is given by

κP : K(P) −→ K∨(P)

P[n] −→ P[n]

x 7−→ ∑
σ∈Sn

σ · x

In characteristic zero, this gives rise to a new bilax monoidal functor K(P),
which is the image of κ. It is given by

K(P) = (P[n]Sn)n≥0,
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where VG denotes the space of coinvariants of the action of G on V .

K K∨

K

κ

Note also that K(P) = FP(k), because for any G-moduleW, k⊗GW =WG.

14.3 Simplicial Objects

Definition 14.22. The simplicial category∆ has for objects the finite, nonempty,
totally ordered sets, and for morphisms the order-preserving maps.

Definition 14.23. The face map δi : {0 < 1 < . . . < n− 1} → {0 < 1 < . . . < n}

is the unique injective, order preserving map with image missing i.
The degeneracy map σi : {0 < 1 < . . . < n+ 1} → {0 < 1 < . . . < n} is the

unique surjective, order preserving map that identifies i and i+ 1.

n

n− 1
...

... i+ 1

i i

i− 1 i− 1

...
...

0 0

δi

δi

δi

δi

n+ 1

... n

i+ 1
...

i i

...
...

0 0

σi

σi

σi

σi

0

1

2

0

1

3 = 2+ 1

δ2

2 = 1+ 1
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0

1

3

σ2

2 0

1 = 2− 1

2 = 3− 1

Definition 14.24. Let C be a category. A simplicial object in C is a contravariant
functor X : ∆→ C. Write

Xn := X({0 < 1 < . . . < n})

for n ≥ 0. By contravariance, we have morphisms in C

δ∗i : Xn → Xn−1 for n ≥ 1, 0 ≤ i ≤ n

σ∗i : Xn → Xn+1 for n ≥ 1, 0 ≤ i ≤ n

Proposition 14.25. Let X be a simplicial vector space. Define

∂n =

n∑
i=0

(−1)iδ∗i : Xn → Xn−1

for all n ≥ 1. Then δn−1 ◦ δn = 0 for all n ≥ 2. Thus;

· · · Xn Xn−1 · · · X0
∂n+1 ∂n ∂n−1 ∂1

is a chain complex.

Lemma 14.26. For 0 ≤ i < j ≤ n,

δjδi = δiδj−1 : {0, 1, . . . ,n− 1}→ {0, 1, . . . ,n+ 1}

Proof. Both composites are injective and order-preserving, and miss i and j from
the image. Hence, they are equal.
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Proof of Proposition 14.25.

∂n−1 ◦ ∂n =

n−1∑
i=0

n∑
j=0

(−1)i+jδ∗i ◦ δ∗j

=

n−1∑
i=0

n∑
j=0

(−1)i+j(δj ◦ δi)∗

=
∑
i<j

(−1)i+j(δj ◦ δi)∗ +
∑
j≤i

(−1)i+j(δj ◦ δi)∗

=
∑
i<j

(−1)i+j(δi ◦ δj−1)∗ +
∑
j≤i

(−1)i+j(δj ◦ δi)∗ by Lemma 14.26

= −
∑
h≤k

(−1)h+k(δh ◦ δk)∗ +
∑
j≤i

(−1)i+j(δj ◦ δi)∗ set h = i, k = j− 1

= 0

Example 14.27. Let X be a topological space. There is a simplicial set S(X) such
that Sn(X) = {f : ∆n → X continuous}, where ∆n is the geometric n-simplex
(dim∆n = n).

δ∗i : Sn(X)→ Sn−1(X) is restriction to the facet of∆n that misses i. σ∗i is simi-
larly defined from σi. More generally, an order-preserving map γ : {0, 1, . . . ,n}→
{0, 1, . . . ,m} gives rise to a map γ : ∆n → ∆m and then

γ∗ : Sm(X) 7−→ Sn(X)

f 7−→ f ◦ γ

Let Cn(X) = kSn(X). Then C(X) is a simplicial vector space.
By Proposition 14.25, (C(X),∂) is a chain complex, called the singular chain

complex of X.

Example 14.28. Let G be a group. There is a simplicial set B(G) such that
Bn(G) = G

n. δ∗i : Bn(G)→ Bn−1(G) is defined by

(g1, . . . ,gn)


(g2, . . . ,gn) i = 0,

(g1, . . . ,gigi+1, . . . ,gn) 0 < i < n,

(g1, . . . ,gn−1) i = n.

δ∗i

σ∗i : Bn(G)→ Bn+1(G) is defined by

(g1, . . . ,gn) 7−→ (g1, . . . ,gi, 1,gi+1, . . . ,gn)

Let Cn(G) = kBn(G). Then (C(G),∂) is the bar complex of G.
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Example 14.29. Let K be a simplicial complex with vertex set V (a family of
subsets of V ordered under inclusion). Fix a partial order on V that induces a
total order each simplex of K (for example, any total order on V will do). There
is a simplicial set S(K) such that

Sn(K) =

{
(v0, . . . , vn) ∈ Vn

∣∣∣∣ v0 ≤ v1 ≤ . . . ≤ vn and {v0, . . . , vn} ∈ K
}

δ∗i : Sn(K) −→ Sn−1(K)

(v0, . . . , vn) 7−→ (v0, . . . , vi−1, vi+1, . . . vn)

σ∗i : Sn(K) −→ Sn+1(K)

(v0, . . . , vn) 7−→ (v0, . . . , vi, vi, vi+1, . . . vn)

Remark 14.30. Example 14.28 can be carried out for any small category C. The
simplicial set is the nerve of C.

If we think of a poset as a category, we have a commutative diagram as
below.

small categories

posets simplicial sets

ordered simplicial complex

nerve (Example 14.28)

order complex Example 14.29

Poset homology is the chain complex given by either of the two ways around
this diagram, either through nerves of small categories or through an ordered
simplicial complex.

Example 14.31. Let C be any set-theoretic comonoid in the category of set
species. There is a simplicial set B(C) such that

Bn(C) = {(I, x,S1, . . . ,Sn) | I = S1 t . . .t Sn, x ∈ C[I]}.

Then δ∗i : Bn(C)→ Bn−1(C) is given by

(I, x,S1, . . . ,Sn)
δ∗i7−→

(I \ S1, x/S1 ,S2, . . . ,Sn) i = 0

(I, x,S1, . . . ,Si t Si+1, . . . ,Sn) 0 < i < n

(I \ Sn, x|I\Sn ,S1, . . . ,Sn−1) i = n.

σ∗i : Bn(C)→ Bn+1(C) is simpler:

(I, x,S1, . . . ,Sn) 7−→ (I, x,S1, . . . ,Si, ∅,Si+1, . . . ,Sn).

This gives rise to a notion of homology of species.
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Definition 14.32. For C a category, let sC be the category of simplicial objects
in C.

Fact 14.33. If (C,⊗) is monoidal, then sC is monoidal as well. Everything is
done diagonally.

(X⊗ Y)n Xn ⊗ Yn

(X⊗ Y)n−1 Xn−1 ⊗ Yn−1

δ∗i δ∗i⊗δ∗i

Remark 14.34. S : Top→ sSet is strong monoidal.

Definition 14.35. Let dgVec be the category of chain complexes of vector spaces.
The objects are pairs (V ,∂), where V ∈ gVec, with V = (Vn)n≥0 and also
∂ = (∂n : Vn → Vn−1)n≥1 with ∂2 = 0.

dgVec is monoidal under the Cauchy product:

(V ·W)n
⊕
i+j=n Vi ⊗ Vj

(V ·W)n−1 Vi−1 ⊗Wj + Vi ⊗Wj−1

∂n ∂n

⊇

dgVec is braided under

V ·W W · V

Vi ⊗Wj Wj ⊗ Vi

v⊗w (−1)ijv⊗ v

β

∪ ∪

∈ ∈

Theorem 14.36. The chain complex functor

(sVec,⊗,β) −→ (dgVec, ·,β)
X 7−→ (C(X), δ)

is bilax monoidal, with

• φ : C(X) · C(Y) → C(X⊗ Y), called the Eilenberg-Zilber map (degenera-
cies).

• ψ : C(X⊗ Y)→ C(X) ·C(Y), called the Alexander-Whitney map (faces).
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14.4 The Eckmann-Hilton argument

Proposition 14.37 (Eckmann-Hilton 1960). Consider a set with two operations
+ and ×, and two elements 0 and 1. Assume

a+ 0 = a = 0+ a

a× 1 = a = 1× a

and moreover,
(a+ b)× (c+ d) = (a× c) + (b× d).

Then + and × coincide, 1 = 0, and the operation is commutative.

Proof. Set a = d = 0, b = c = 1 =⇒ 1 = 0. Set b = c = 0 =⇒ a× d = a+ d.
Finally, set a = d = 0 =⇒ b× c = c+ b.

Exercise 14.38. Deduce that the operations + and × are associative.

Example 14.39. Recall that any continuous map f : X→ Y induces a morphism
f∗ : π1(X, x0)→ π1(Y,y0) for some choice of basepoints x0 ∈ X,y0 ∈ Y. Let G
be a topological group. Then in particular µ : G×G→ G is continuous, so we
get a morphism of groups

π1(G, e)× π1(G, e) ∼= π1(G×G, (e, e))
µ∗
−→ π1(G, e)

(a,b) 7−→ a+ b

Let’s denote the product of π1(G, e) by a · b.
The constant map e is the unit for both · and +. We have that

(a,b) 7→ a+ b

(c,d) 7→ c+ d

Since µ∗ is a morphism of topological groups, we get

(a · c,b · d) 7→ (a+ b) · (c+ d)

Therefore,
(a · c) + (b · d) = (a+ b) · (c+ d).

Then by the Eckmann-Hilton argument, a+ b = a · b and π1(G, e) is abelian.

Example 14.40. Let I = [0, 1]. Recall that

π2(X, x0) =
{

homotopy classes of maps f : I2 → X such that f(∂I2) = x0

}
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π2(X, x0) is a group where the product of f and g is defined as the homotopy
class of

(f · g)(x,y) =

{
f(2x,y) if 0 ≤ x ≤ 1

2

g(2x− 1,y) if 12 ≤ x ≤ 1.
f · g = f g

We may define f+ g by

(f+ g)(x,y) =

{
f(x, 2y− 1) if 12 ≤ y ≤ 1
g(x, 2y) if 0 ≤ y ≤ 1

2 .
f+ g =

g

f

We have that

(f+ g) · (h+ k) =
g k

f h

= (f · h) + (g · k)

Here 0 = 1 is the constant map x0. Then by the Eckmann-Hilton argument,
π2(X, x0) is abelian.

14.5 2-monoidal categories

Definition 14.41. A 2-monoidal category (C, �, ∗, I, J) or a duoidal category
consists of a category C with two monoidal structures: (C, �, I) and (C, ∗, J), and
a natural transformation

ζA,B,C,D : (A ∗ B) � (C ∗D)→ (A �C) ∗ (B �D),

and maps
σ : I→ I ∗ I, τ : J→ J � J, ζ0 : I→ J.

Such that the following diagrams commute:

(A ∗ B) � (C ∗D) � (E ∗ F) (A ∗ B) � ((C � E) ∗ (D � F))

((A �C) ∗ (B �D)) � (E ∗ F) (A �C � E) ∗ (B �D � F)

ζA,B,C,D�id

id�ζC,D,E,F

ζA,B,C�E,D�F
ζA�C,B�D,E,F
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(A ∗ B ∗C) � (D ∗ E ∗ F) (A �D) ∗ ((B ∗C) � (E ∗ F))

((A ∗ B) � (D ∗ E)) ∗ (C � F) (A �D) ∗ (B � E) ∗ (C � F)

ζA,B∗C,D,E∗F

ζA∗B,C,D∗E,F id∗ζB,C,E,F

ζA,B,D,E∗id

(some unit axioms)

(Note: we do not require any of these maps to be invertible!)

Definition 14.42. If ζ, ζ0,σ, τ are isomorphisms, then the 2-monoidal category
is called strong.

Example 14.43. Let G be a monoid and C be the category of G-graded vector
spaces. Then an object looks like

V = (Vg)g∈G,

and there are both the Cauchy product

(V �W)g =
⊕
g=xy

Vx ⊗Wy

and the Hadamard product

(V ∗W)g = Vg ⊗Wg.

The map ζ is given component-wise by the map across the bottom of the follow-
ing square.

(A ∗ B) � (C ∗D) (A �C) ∗ (B �D)

⊕
g=xy

Ax ⊗ Bx ⊗Cy ⊗Dy

( ⊕
xy=g

Ax ⊗Cy

)
⊗

 ⊕
x ′y ′=g

B ′x ⊗D ′y



ζ

Notice that ζ is just an inclusion; there’s no chance of it being invertible here.

Exercise 14.44. Adapt this to the category of species.

Example 14.45. Let P be a lattice. Let C be the poset associated to the poset P,
with a unique map x→ ywhen x ≤ y in P.

Then define x � y = x∨ y and x ∗ y = x∧ y. Then

ζ : (a∧ b)∨ (c∧ d)→ (a∨ c)∧ (b∨ d)

exists if and only if (a∧ b)∨ (c∧ d) ≤ (a∨ c)∧ (b∨ d) in P. It’s enough to
check that a∧ b ≤ (a∨ c)∧ (b∨ d), and c∧ d ≤ (a∨ c)∧ (b∨ d).
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For the first, it’s enough to know that a∧ b ≤ a∨ c and a∧ b ≤ b∨ c, and
likewise for the second, it’s enough to know that c∧d ≤ a∨ c and c∧d ≤ b∨d.
All of these hold by general properties of meets and joins.

Therefore, there is such a map ζ. But again, it may not be an isomorphism!

Exercise 14.46. Generalize to any category C with finite products and coprod-
ucts.

Exercise 14.47. Fix a set X. A digraph on X is a triple (A, s, t) where A is a set
and s, t : A→ X are two maps. Given a ∈ A, we write a : s(a)→ t(a). Let C be
the category of digraphs on X, where morphisms (A, s, t) → (B, s, t) preserve
source and target.

Define

A � B = {(a,b) ∈ A× B | s(a) = t(b)} =
{
∗ b−→ ∗ a−→ ∗}

A ∗ B = {(a,b) ∈ A× B | s(a) = s(b), t(a) = t(b)} =
{
∗ ∗

a

b

}
The exercise is to define ζ.

Proposition 14.48. Let (C, •,β) be a braided monoidal category. Then C is
strong 2-monoidal with � = ∗ = •, and

ζ = (A • B) • (C •D)
id•β•id
−−−−−→ (A •C) • (B •D)

Proof Sketch. The axioms for ζ follow from the axioms for β.

This is a kind of converse to an Eckmann-Hilton argument. A version of the
Eckmann-Hilton argument for categories is that the converse holds.

Theorem 14.49 (Eckmann-Hilton for Cat, Joyal Street). Let (C, �, ∗, I, J) be a
strong 2-monoidal category. Then C satisfies � = ∗, I = J, and the monoidal
structure (C, �, I) = (C, ∗, J) on C is braided.

14.6 Double monoids

Definition 14.50. Let (C, �, ∗, I, J) be a 2-monoidal category. A double monoid
(A,µ1,µ2, ι1, ι2) consists of an object A together with two monoid structures
(A,µ1 : A �A→ A, ι1 : I→ A) and (A,µ2 : A ∗A→ A, ι2 : J→ A), such that the
following commute.

(A ∗A) � (A ∗A) (A �A) ∗ (A �A)

A �A A A ∗A

ζA,A,A,A

µ2�µ2 µ1∗µ1
µ1

µ2

142



Lecture 27: Double monoids December 1, 2016

(some unit axioms)

Similarly, we may define double comonoids.

Definition 14.51. A double bimonoid consists of an object B that is both a
monoid (B,µ : B � B → B, ι : I → B) with respect to δ, and also a comonoid
(B, δ : B→ B ∗ B, ε : B→ J) with respect to ∗, such that the following commute.

(B ∗ B) � (B ∗ B) (B � B) ∗ (B � B)

B � B B B ∗ B

ζB,B,B,B

µ∗µ∆�∆
µ ∆

(some unit axioms)

Theorem 14.52 (Categorical Eckmann-Hilton). Let (C, •,β) be a braided monoidal
category. View it as a strong 2-monoidal category. Let (A,µ1,µ2) be a double
monoid. Then µ1 = µ2, and the monoid structure on A is commutative.

Proof sketch. Consider

A • I • I •A A •A •A •A A •A

A •A A

A • I • I •A A •A •A •A A •A

id•β•id=ζ

id•ι1•ι1•id

id•β•id=ζ

µ1•µ1

µ2

id•ι2•ι2•id µ2•µ2

µ1

The top is µ1, and the bottom is µ1. Each smaller diagram commutes by some
axioms of either the monoidal structure or naturality. Therefore, µ1 = µ2.

Remark 14.53. The classical Eckmann-Hilton argument is the case of the above
when C = Set.

Remark 14.54. To summarize, categorical Eckmann-Hilton says that double
monoids in C are the same as commutative monoids in C. Here are some
settings where we know versions of the Eckmann-Hilton argument.

C = Set C = braided monoidal category C = 2-monoidal category
classical True False

C = Cat C = braided monoidal 2-category 2-monoidal 2-category
Theorem 14.49 To be done! (By you?) False
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