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Abstract: In this paper, we consider a generalized m-excedance statistic on set partitions which
is analogous to the usual excedance statistic on permutations when m = 0. We study it from a
probabilistic perspective in which set partitions are regarded as geometrically distributed words
satisfying a so-called restricted growth property. We derive a general set of recurrences satisfied
by the relevant generating functions and, in the m = 0 and m = 1 cases, find an explicit formula
for the distribution of the statistic recording the number of m-excedances in partitions having
a fixed number of blocks. When m = 0, one can also determine the joint distribution for the
number of excedances with the major index statistic on set partitions. Further recurrences may be
given in this case as well as formulas for the mean number of excedances and the variance.
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1 Introduction

A partition of the set [n] = {1, 2, . . . , n} is a collection of non-empty, pairwise disjoint subsets,
called blocks, whose union is [n]. (If n = 0, then there is a single empty partition of [0] = ∅
which has no blocks.) A partition Π having exactly k blocks will be called a k-partition. Let Pn,k
denote the set of all k-partitions of [n]; recall that |Pn,k| = S(n, k), the Stirling number of the
second kind (see, e.g., [16, A008277]). A partition Π ∈ Pn,k is said to be in standard form if it is
written as Π = B1/B2/ · · · /Bk, where min(B1) < min(B2) < · · · < min(Bk).

42



A statistic on a finite discrete structure is simply a function from the collection of all finite
combinatorial objects of the given structure to the non-negative integers. P. A. MacMahon perhaps
began the modern study of permutation statistics (see [7, 8]) when he enumerated permutations
according to four fundamental statistics, namely, the inversion index, the major index, the descent
number, and the excedance number. These statistics have been generalized in different ways and
joint distributions of various combinations of them have been studied (see [15] and references
contained therein). Furthermore, analogues of these statistics have been considered for other
discrete structures, including set partitions. See, for example, Sagan [14] and Goyt [6], where
the inversion index, major index, and descent number are studied for set partitions; we also refer
the reader to the related paper by Wachs and White [18] and to the text [9, Section 5.7]. Here,
we wish to introduce and study an analogue of the excedance statistic for set partitions. Such a
statistic does not seem to have been previously considered.

Recall that an excedance within a permutation σ = σ1σ2 · · · is an index i such that σi > i.
The excedance statistic (and its joint distribution with other statistics) has been an object of study
on the set of all permutations as well as various restricted subsets; see, e.g., [3, 5, 11]. We
define excedances for set partitions as follows. Given Π = B1/B2/ · · · /Bk ∈ Pn,k in standard
form and a non-negative integer m, we will say that j ∈ [n] is an m-excedance if j ∈ Bi and
j > i + m. We will often refer to a 0-excedance simply as an excedance. For example, if
Π = 1, 4, 5/2, 3, 9/6, 7/8 ∈ P9,4 and m = 3, then there are four 3-excedances in Π, as witnessed
by the elements 5, 9, 7, and 8.

We consider here the m-excedance statistic on set partitions in a probabilistic setting in which
the letters of a sequence assume positive integral values according to a certain distribution. Let
0 < p < 1 and q = 1 − p. A geometric random variable X with parameter p (which we will
denote here by geom(p)) is one that assumes positive integral values according to the rule

P (X = i) = pqi−1, i = 1, 2, . . . .

A geometrically distributed word w = w1w2 · · ·wn with parameter p is one whose letters are
generated by a sequence of independent and identically distributed geom(p) random variables.
Statistics on geometrically distributed words have been an object of recent study; see, e.g.,
[1, 2, 4].

Recall that a partition Π = B1/B2/ · · · /Bk ∈ Pn,k in standard form may also be represented,
equivalently, by the canonical sequential form π = π1π2 · · · πn wherein i ∈ Bπi for 1 ≤ i ≤ n

(see, e.g., [17]). For example, the partition Π ∈ P9,4 above has the canonical sequential form π =

122113342. Note that π ∈ Pn,k has the restricted growth property (see, e.g., [12]), meaning π is a
function from [n] onto [k] such that the first occurrence of i comes earlier than the first occurrence
of j for all 1 ≤ i < j ≤ k. One might consider the probability Pn,k that a geometrically
distributed word of length n contains precisely the letters in [k] and possesses the restricted growth
property, i.e., that it corresponds to a canonical sequential form of a member of Pn,k. Such a
probability has been previously computed [10, Theorem 3.1]:

Pn,k =
pn

[k]q!

k∑
j=0

(−1)jq(
j
2)
(
k

j

)
q

[k − j]nq , 1 ≤ k ≤ n. (1)
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Note that in computing the probability Pn,k above and in what follows, one may regard the
event of an element i ∈ [n] belonging to block Bj within a partition in standard form as having
probability pqj−1.

Formula (1) has the property that when p and q are viewed as indeterminates, the resulting
expression for Pn,k can be written as a polynomial in p and q with non-negative integer coefficients
in which each separate monomial term is an encoding of some member of Pn,k (hence Pn,k
reduces to S(n, k) when p = q = 1). Moreover, the p = 1 case of (1) is equivalent to a certain q-
analogue of S(n, k) that has been previously studied (see, e.g., [14] and [19, Theorem 5.3]). Here,
we will consider a refinement of Pn,k in terms of excedances which has similar dual probabilistic
and combinatorial interpretations.

Let Y be a geometrically distributed word of length n with parameter p. Let Pn,k,r denote the
subset of Pn,k whose members contain exactly r m-excedances and let Pn,k,r denote the probabil-
ity that the random variable Y belongs toPn,k,r. Given 1 ≤ k ≤ n, let a(n, k; z) =

∑n−1
r=0 Pn,k,rz

r.
In the next section, we find a general recurrence for all m satisfied by the generating function of
the polynomial sequence a(n, k; z). In the third section, we focus on the m = 0 and m = 1 cases
and compute explicitly the generating functions in these cases and provide additional recurrence
formulas. An expression for the total number of excedances within all of the members of Pn,k is
also given. In the case m = 0, extracting the coefficient that marks word length in the generating
function yields an explicit formula for a(n, k; z) (see Theorem 3.1 below). Viewed combinato-
rially when p = 1 and q is an indeterminate, this formula is seen also to be equivalent to the
joint distribution of the major index and excedance statistics on Pn,k. See [15, Theorem 1.1] for
a comparable result in terms of the major index and excedance statistics on permutations.

We will make use of the following notational conventions. Empty sums assume the value 0,
and empty products the value 1. Ifm and n are positive integers, then [m,n] = {m,m+1, . . . , n}
if m ≤ n, with [m,n] = ∅ if m > n. The polynomials [n]q and [n]q! are defined for a positive
integer n as [n]q = 1+q+· · ·+qn−1 and [n]q! =

∏n
i=1[i]q, with [0]q = 0 and [0]q! = 1. Finally, for

n ≥ 0, the q-binomial coefficient
(
n
k

)
q

is defined as [n]q !

[k]q ![n−k]q !
if 0 ≤ k ≤ n and as 0, otherwise.

2 Formulas for m-excedances

Given 1 ≤ k ≤ n and m ≥ 0, let a(n, k; z) = am(n, k; z) denote the generating function for
the probability that a geometrically distributed word of length n belongs to Pn,k and contains r
m-excedances. For example, if n = 4, k = 3, and m = 0, then we have

a(4; 3; z) = p4(q3z3 + q3(1 + q)z2 + q3(1 + q + q2)z).

We have the following recurrence relations satisfied by a(n, k; z).

Lemma 2.1. If k = 1, then a(n, 1; z) = pnzn−m−1 for n ≥ m + 2 and a(n, 1; z) = pn for
1 ≤ n ≤ m+ 1. If k ≥ 2, then

a(n, k; z) = pqk−1za(n− 1, k − 1; z) + p[k]qza(n− 1, k; z), n ≥ k +m+ 1, (2)
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and
a(n, k; z) =pqk−1a(n− 1, k − 1; z) + p([n−m− 1]qz

+ qn−m−1[k − (n−m− 1)]q)a(n− 1, k; z),
(3)

for m+ 2 ≤ n ≤ k +m, with a(n, k; z) = Pn,k if n ≤ m+ 1.

Proof. The formulas for k = 1 follow from the definitions, so assume k ≥ 2. First note that
if n ≤ m + 1, then it is not possible for any member of [n] to form an m-excedance, whence
a(n, k; z) = a(n, k; 1) = P (n, k) in this case. To show (3), we consider the block containing the
element n. If n occupies a block by itself, then n cannot form an m-excedance since n ≤ k +m,
and thus the weight of such members of Pn,k is given in this case by pqk−1a(n − 1, k − 1; z).
On the other hand, if n does not occupy its own block, then the contribution towards the total
weight is pz[n − m − 1]qa(n − 1, k; z) if n belongs to the i-th block (from the left) for some
i ∈ [n−m− 1] and pqn−m−1[k − (n−m− 1)]qa(n− 1, k; z) if n belongs to the i-th block for
some i ∈ [n−m, k], which implies (3). Finally, if n ≥ k +m+ 1, then n always contributes an
m-excedance regardless of its position, which implies a weight of pqk−1za(n − 1, k − 1; z) for
members of Pn,k in which n belongs to a block by itself and a weight of p[k]qza(n− 1, k; z) for
the rest of the members of Pn,k. This gives (2) and completes the proof. �

We have the following recurrence relation satisfied by the polynomials a(n, k; z).

Lemma 2.2. If k ≥ 2 and m ≥ 0, then

a(k +m, k; z) =pk+mq(
k
2) +

k∑
i=2

pk−i+1q(
k
2)−(i

2)([i− 1]qz + qi−1)a(i+m− 1, i; z). (4)

Proof. By (3) with n = k +m, we have

a(k − i+m, k − i; z)− pqk−i−1a(k − i+m− 1, k − i− 1; z)

= p([k − i− 1]qz + qk−i−1[1]q)a(k − i+m− 1, k − i; z),

which implies

k−2∑
i=0

pi+1q(k−1)+···+(k−i)([k − i− 1]qz + qk−i−1)a(k − i+m− 1, k − i; z)

=
k−2∑
i=0

piq(k−1)+···+(k−i)(a(k − i+m, k − i; z)− pqk−i−1a(k − i+m− 1, k − i− 1; z))

=
k−2∑
i=0

piq(
k
2)−(k−i

2 )a(k − i+m, k − i; z)−
k−1∑
i=1

piq(
k
2)−(k−i

2 )a(k − i+m, k − i; z)

= a(k +m, k; z)− pk−1q(
k
2)a(m+ 1, 1; z).

Thus,

a(k +m, k; z) =pk+mq(
k
2) +

k∑
i=2

pk−i+1q(
k
2)−(i

2)([i− 1]qz + qi−1)a(i+m− 1, i; z),

as claimed. �
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By Lemma 2.2 and induction onm, we obtain the following explicit formula for a(k+m, k; z).

Theorem 2.3. If k ≥ 2 and m ≥ 0, then

a(k +m, k; z) = pk+mq(
k
2) (1 + d1 + · · ·+ dm) , (5)

where

dj =
k∑

im=2

im∑
im−1=2

· · ·
im+2−j∑
im+1−j=2

uimuim−1 · · ·uim+1−j

and ub = [b− 1]qz + qb−1.

Define Ak(t, z) =
∑

n≥k+m+1 a(n, k; z)tn. The generating function Ak(t, z) satisfies the
following recurrence.

Theorem 2.4. If k ≥ 2 and m ≥ 0, then

Ak(t, z) =
pqk−1zt

1− p[k]qzt
Ak−1(t, z) +

p[k]qzt
k+m+1

1− p[k]qzt
a(k +m, k; z), (6)

with A1(t, z) = (pt)m+2z
1−pzt , where a(k +m, k; z) is given by Theorem 2.3.

Proof. By the initial values when k = 1, we have A1(t, z) = (pt)m+2z
1−pzt . Multiplying both sides of

(2) by tn, and summing over n ≥ k +m+ 1, gives

Ak(t, z) = pqk−1ztAk−1(t, z) + p[k]qzt(Ak(t, z) + a(k +m, k; z)tk+m),

which implies

Ak(t, z) =
pqk−1zt

1− p[k]qzt
Ak−1(t, z) +

p[k]qzt
k+m+1

1− p[k]qzt
a(k +m, k; z).

�

Using (6) and programming (if necessary), one may compute Ak(t, z) when k and m are
given, and extracting the coefficient of tn from the resulting formula yields a(n, k; z). Note that

[zi]a(n, k; z)

a(n, k; 1)

gives the (conditional) probability that a geometrically distributed member of Pn,k belongs to
Pn,k,i. Observe that this probability can be positive only if max{0, n− k−m} ≤ i ≤ n−m− 1.
We illustrate these values below for a given n, k and m and several p.

3 Cases m = 0 and m = 1

Note that for any given m, the recurrences in (6) may be solved up to k in determining Ak(t, z).
In this section, we find formulas for Ak(t, z) for all k ≥ 1 in the cases when m = 0 and m = 1.
Extracting the coefficient of xn then gives explicit expressions for the polynomials a(n, k; z) in
these cases. When m = 0, we are able to provide further recurrences satisfied by a(n, k; z).
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Table 1: Values of [zi]a(n,k;z)
a(n,k;1)

for n = 10, k = 6, m = 3 and i = 1, 2, . . . , 6.

p\i 1 2 3 4 5 6

0.125 .039523862 .27061578 .41912956 .21403574 .05076996 .005925096
0.250 .027542704 .23035554 .41485439 .24660750 .07057252 .010067335
0.375 .019690081 .19707889 .40283629 .27219189 .09219174 .016011103
0.500 .014759958 .17165881 .38730827 .28930842 .11318550 .023779039
0.625 .011739323 .15345823 .37195956 .29861487 .13118609 .033041933
0.750 .009890500 .14100071 .35895153 .30222981 .14473280 .043194647
0.875 .008723362 .13263367 .34886712 .30260013 .15363133 .053544390

3.1 The case m = 0

Let Ak(t, z) =
∑

n≥k+1 a(n, k; z)tn, where a(n, k; z) denotes in this subsection the m = 0 case.
By (6) when m = 0, we have

Ak(t, z) =
pqk−1zt

1− p[k]qzt
Ak−1(t, z) +

p[k]qzt
k+1

1− p[k]qzt
a(k, k; z), k ≥ 2,

withA1(t, z) = p2zt2

1−pzt . Note that by the definitions (or Theorem 2.3), we have a(k, k; z) = pkq(
k
2),

which implies

Ak(t, z) =
pqk−1zt

1− p[k]qzt
Ak−1(t, z) +

[k]qp
k+1q(

k
2)ztk+1

1− p[k]qzt
, k ≥ 2. (7)

Iteration of a recurrence of the form Ak(t, z) = ukAk−1(t, z) + vk implies

Ak(t, z) = A1(t, z)
k∏
j=2

uj +
k∑
j=2

vj

k∏
i=j+1

ui.

Applying this formula to the our particular case, namely (7), gives

Ak(t, z) =
pk+1q(

k
2)zktk+1∏k

j=1(1− p[j]qzt)
+ pk+1q(

k
2)tk+1

k∑
j=2

[j]qz
k−j+1∏k

i=j(1− p[i]qzt)

= pk+1q(
k
2)tk+1

k∑
j=1

[j]qz
k−j+1∏k

i=j(1− p[i]qzt)
.

Now, by the partial fraction decomposition, one can write Ak(t, z) =
∑k

j=1wj/(1 − p[j]qzt),
where

w` = lim
t→ 1

pz[`]q

(1− p[`]qzt)Ak(t, z)

=
∑̀
j=1

(−1)k−`q(
k−`
2 )+(j

2)[j]q

[`− j]q![k − `]q![`]j+1
q zj

.
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Hence,

Ak(t, z) =
k∑
`=1

∑`
j=1

(−1)k−`q(
k−`
2 )+(j

2)[j]q

[`−j]q ![k−`]q ![`]j+1
q zj

1− p[`]qzt
.

Comparing the coefficient of tn on both sides of this last equation implies the following result.

Theorem 3.1. Let n > k ≥ 1. Then the generating function a(n, k; z) with m = 0 is given by

a(n, k; z) =
pn

[k]q!

k∑
`=1

(−1)k−`q(
k−`
2 )
(
k

`

)
q

(∑̀
j=1

q(
j
2)[j]q![`]

n−j
q

(
`− 1

j − 1

)
q

zn−j

)
. (8)

Taking z = 1 in (8) retrieves the previous formula for Pn,k, which was shown in [10] in a
different way.

Corollary 3.2. If n > k ≥ 1, then

Pn,k =
pn

[k]q!

k∑
`=1

(−1)k−`q(
k−`
2 )[`]nq

(
k

`

)
q

. (9)

Proof. Letting z = 1 in (8) gives

a(n, k; 1) =
pn

[k]q!

k∑
`=1

(−1)k−`q(
k−`
2 )[`]nq

(
k

`

)
q

(∑̀
j=1

q(
j
2)[j]q![`]

−j
q

(
`− 1

j − 1

)
q

)
.

Thus, to complete the proof, it suffices to show the identity

∑̀
j=1

q(
j
2)[j]q![`]

−j
q

(
`− 1

j − 1

)
q

= 1,

which may be rewritten as

∑̀
j=1

[j]q
[`]q

j−1∏
i=1

(
1− [i]q

[`]q

)
= 1, ` ≥ 1, (10)

upon noting 1− [i]q
[`]q

= qi[`−i]q
[`]q

for 1 ≤ i ≤ `− 1.
To show (10), we argue probabilistically as follows. Suppose that we start with a single white

ball and ` − 1 distinguishable black balls (labeled 1, 2, . . . , ` − 1) in an urn. Assign the event
of drawing the r-th black ball from the urn a probability of qr

[`]q
for 1 ≤ r ≤ ` − 1, while the

probability of drawing the white ball is 1
[`]q

. One first draws a ball from the urn, and if it is not
white, changes the color of the black ball labeled 1 to white (note that the probability of selecting
this particular ball on subsequent draws stays the same, only the color of it has changed). Then
one draws a ball once again from the urn and, if it is not white, changes the black ball labeled 2 to
white. We repeat this process wherein one subsequently changes the color of the r-th black ball
to white for r ≥ 1 until one draws a white ball. Note the process must terminate after at most `
draws since after `− 1 draws all of the balls in the urn would be white. The j-th term in the sum
on the left-hand side of (10) is seen to give the probability that a white ball is first encountered on
the j-th draw. Summing over all j then gives 1, which completes the proof of (10). �
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Extracting the coefficient of zr in (8), we obtain the following result.

Corollary 3.3. The (conditional) probability that a geometrically distributed member of Pn,k
contains exactly r excedances, where n− k ≤ r ≤ n− 1, is given by

pnq(
n−r
2 )[n− r]q!

[k − 1]q!Pn,k

(
k − 1

n− r − 1

)
q

k−1∑
`=0

(−1)`q(
`
2)[k − `]r−1

q

(
k + r − n

`

)
q

.

It is possible also to give further recurrences satisfied by the polynomials a(n, k; z).

Proposition 3.4. If n > k ≥ 1 and m = 0, then

a(n, k; z) =
k−1∑
j=0

(pz)j+1q(
k
2)−(k−j

2 )[k − j]qa(n− j − 1, k − j; z). (11)

Proof. We provide a combinatorial proof as follows. Consider the largest element, n − j, not
belonging to its own block, where 0 ≤ j ≤ k − 1. Then the elements of [n − j − 1] comprise
a member of Pn−j−1,k−j , and thus there are k − j choices regarding the block to contain n − j.
Since n > k, the element n− j always forms an excedance regardless of its position and hence it
contributes p[k − j]qz towards the weight. The elements of [n− j + 1, n] then each occupy their
own block and all of them form excedances as well; thus, they contribute (pz)jq(k−j)+···+(k−1) =

(pz)jq(
k
2)−(k−j

2 ). Summing over all j then gives (11). �

Proposition 3.5. If n ≥ k ≥ 1 and m = 0, then

a(n, k; z) = pnq(
k
2)([k]qz)n−k +

n−1∑
i=k

pn−iqk−1[k]n−i−1
q zn−ia(i, k − 1; z). (12)

Proof. We consider the position of the first occurrence of the letter k within a geometrically
distributed member of Pn,k. If the first occurrence of k is in position k, then the weight in that
case is pnq(

k
2)([k]qz)n−k since the first k letters contribute pkq(

k
2), while the final n− k contribute

(p[k]qz)n−k towards the weight. So suppose that the first occurrence of k is at position i + 1 for
some i ∈ [k, n− 1]. In this case, the first i letters have weight a(i, k− 1; z) and the final n− i− 1

letters have weight (p[k]qz)n−i−1, with the first occurrence of k contributing pqk−1z. Summing
over all possible i then gives (12). �

Remark. The foregoing two propositions may be generalized using similar reasoning to any m,
though more cases are needed in defining the recurrences. For example, formula (11) can be
generalized for k ≥ 2 to

a(n, k; z) =
k−1∑
j=0

(pz)j+1q(
k
2)−(k−j

2 )[k − j]qa(n− j − 1, k − j; z), n ≥ k +m+ 1,

with

a(n, k; z) =
n−m−2∑
j=0

pj+1q(
k
2)−(k−j

2 )([n−m− j − 1]q(z − 1) + [k − j]q)a(n− j − 1, k − j; z)

+
k−1∑

j=n−m−1

pj+1q(
k
2)−(k−j

2 )[k − j]qa(n− j − 1, k − j; z), m+ 2 ≤ n ≤ k +m,
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and a(n, k; z) = Pn,k if n ≤ m + 1. Similarly, formula (12) may be extended to any m upon
considering cases based on whether or not n ≥ k +m+ 1 and whether or not k > m.

Let X be the random variable that records the number of excedances in a geometric word
of length n. Let F be the event that a geometric word of length n belongs to Pn,k. Then the
conditional mean µ := E[X|F ] is the average value of the number of excedances among members
of Pn,k. Let σ2 := Var[X|F ] = E[(X − µ)2|F ] denote the conditional variance. Then there are
the following explicit formulas for µ and σ2.

Theorem 3.6. If n ≥ k ≥ 1, then

µ = n− pn

Pn,k

k∑
r=1

r∑
i=1

(−1)k−rq(
k−r
2 )+(i

2)[r]n−iq

[k − r]q![r − i]q!
(13)

and

σ2 =
2pn

Pn,k

k∑
r=1

r∑
i=1

(−1)k−rq(
k−r
2 )+(i

2)i[r]n−iq

[k − r]q![r − i]q!
− (n− µ)− (n− µ)2. (14)

Proof. Let Y = n−X . Note that the random variable Y records the length of the longest initial
run of the form 12 · · · i within a geometrically distributed word of length n. Then we have the
conditional probability formula

P (Y ≥ i|F ) =
piq(

i
2)

Pn,k

n−i∑
j=0

pjqi(n−i−j)[i]jq

(
n− i
j

)
Pn−i−j,k−i, 1 ≤ i ≤ k. (15)

To show (15), note first that the intersection of events {Y ≥ i} ∩ F occurs if and only if the
first i letters of a geometric word form the sequence 12 · · · i, with the rest of the letters of the
word that do not belong to [i] constituting a partition of k− i blocks. Observe that the probability
that the first i letters occur as 12 · · · i is piq(

i
2). To compute the probability of the intersection of

events above, suppose further that exactly j of the final n − i positions of the word correspond
to members of [i]. The probability of this occurring is given by pjqi(n−i−j)[i]jq

(
n−i
j

)
Pn−i−j,k−i.

To see this, we choose j of the final n − i letters of a geometric word of length n to correspond
to members of [i]. Once this selection is made, the probability is pj[i]jq that these positions do
in fact contain members of [i], while the probability that the remaining n − i − j positions of
the word form a partition of k − i blocks on the letters in [i + 1, k] is qi(n−i−j)Pn−i−j,k−i, by
independence (note that the qi(n−i−j) factor accounts for each letter in this partition being at least
i+ 1). Summing over all j yields (15).

By a well-known formula for the expected value [13, p. 180] and (15), we then have

E[Y |F ] =
k∑
i=1

P (Y ≥ i|F ) =
1

Pn,k

k∑
i=1

n−i∑
j=0

pi+jq(
i
2)+i(n−i−j)[i]jq

(
n− i
j

)
Pn−i−j,k−i.

Applying formula (1) to the Pn−i−j,k−i factor in the last formula, interchanging summation, and
using the binomial theorem yields

E[Y |F ] =
pn

Pn,k

k∑
r=1

r∑
i=1

(−1)k−rq(
k−r
2 )+(i

2)[r]n−iq

[k − r]q![r − i]q!
.
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Noting that µ = n− E[Y |F ] gives (13). Recalling the fact (see [13, p. 180]) that

E[Z2] = 2
∑
i≥1

iP (Z ≥ i)− E[Z],

for a non-negative integer-valued random variable Z, and observing Var[X|F ] = Var[Y |F ], im-
plies formula (14). �

Regarding the variables p and q as indeterminates in (13), and taking p = q = 1, implies the
following result.

Corollary 3.7. If n ≥ k ≥ 1, then the total number of excedances within all of the members of
Pn,k is given by

nS(n, k)−
k∑
r=1

r∑
i=1

(−1)k−rrn−i

(k − r)!(r − i)!
.

Remark. For k fixed and n large, note that nS(n, k) ∼ nkn

k!
, whereas the sum

k∑
r=1

r∑
i=1

(−1)k−rrn−i

(k−r)!(r−i)!

behaves like
k∑
i=1

kn

(k−i)!ki , which is negligible compared to nS(n, k). Similar observations applied

to formulas (13) and (14) imply that the conditional mean and variance are approximately n and
bk − ak(1 + ak), where

ak =
k∑
i=1

q(
i
2)[k]q!

[k − i]q![k]iq
and bk =

k∑
i=1

2q(
i
2)i[k]q!

[k − i]q![k]iq
.

Suppose Π = B1/B2/ · · · /Bk ∈ Pn,k is in standard form. Given 1 ≤ i ≤ k − 1, let di denote
the number of elements b ∈ Bi such that b > min(Bi+1). Then the major index [14] of Π is
defined as

maj(Π) = 1d1 + 2d2 + · · ·+ (k − 1)dk−1.

For example, for the partition Π ∈ P9,4 given in the introduction, we have maj(Π) = 2+2+0 = 4.
Let exc denote the statistic recording the number of excedances. Then we have the following
result.

Theorem 3.8. If n > k ≥ 1, then

∑
Π∈Pn,k

qmaj(Π)zexc(Π) =
1

[k]q!

k∑
`=1

(−1)k−`q(
k−`
2 )−(k

2)
(
k

`

)
q

(∑̀
j=1

q(
j
2)[j]q![`]

n−j
q

(
`− 1

j − 1

)
q

zn−j

)
.

(16)

Proof. Consider the statistic maj∗(Π) =
(
k
2

)
+ maj(Π) on Pn,k. Note that maj∗ may be obtained

from maj be adding j−1 whenever the first element of the blockBj is encountered for 1 ≤ j ≤ k

as one creates a member of Pn,k by adding elements one-by-one starting with 1. Let

b(n, k; z) =
∑

Π∈Pn,k

qmaj∗(Π)zexc(Π).
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Considering whether or not the element n occupies its own block within a member ofPn,k implies

b(n, k; z) = qk−1zb(n− 1, k − 1; z) + [k]qzb(n− 1, k; z), n > k ≥ 2,

with b(k, k; z) = q(
k
2) for k ≥ 1 and b(n, 1; z) = zn−1 for n ≥ 2. Upon comparison with Lemma

2.1, we see that b(n, k; z) satisfies the same recurrence and initial conditions as the m = 0 case
of a(n, k; z) when p = 1 and q is regarded as an indeterminate. Taking p = 1 in (8), and dividing
both sides by q(

k
2), then gives (16). �

Remark. Given a partition Π, let init(Π) denote the length of the longest initial increasing run of
letters in the canonical sequential form of Π. Then replacing z by 1/z in (16), and multiplying
both sides by zn, gives the joint distribution of the maj and init statistics on Pn,k.

3.2 The case m = 1

Taking m = 1 in Theorem 2.4 gives

Ak(t, z) =
pqk−1zt

1− p[k]qzt
Ak−1(t, z) +

p[k]qzt
k+2

1− p[k]qzt
a(k + 1, k; z), k ≥ 2,

with A1(t, z) = p3zt3

1−pzt . By Theorem 2.3 with m = 1, we have

a(k + 1, k; z) = pk+1q(
k
2)

(
1 +

k−1∑
i=1

([i]qz + qi)

)
, k ≥ 2.

This implies Ak(t, z) = ukAk−1(t, z) + vk, where

uk =
pqk−1zt

1− p[k]qzt
, vk =

pk+2q(
k
2)[k]qzt

k+2

1− p[k]qzt

(
1 +

k−1∑
i=1

([i]qz + qi)

)
.

Therefore,

Ak(t, z) = A1(t, z)
k∏
j=2

uj +
k∑
j=2

vj

k∏
i=j+1

ui,

which implies

Ak(t, z) =
pk+2q(

k
2)zktk+2∏k

j=1(1− p[j]qzt)
+ pk+2q(

k
2)ztk+2

k∑
j=2

[j]qz
k−jwj∏k

i=j(1− p[i]qzt)
,

where wj = 1 + q[j − 1]q + z
∑j−1

i=1 [i]q. Hence,

Ak(t, z) = pk+2q(
k
2)tk+2

k∑
j=1

[j]qz
k−j+1wj∏k

i=j(1− p[i]qzt)
.

By the partial fraction decomposition, we have Ak(t, z) =
∑k

`=1
a`

1−p[`]qzt , where

a` =
q(

k
2)

[`]k+2
q zk+2

∑̀
j=1

[j]qz
k−j+1wj∏`−1

i=j (1− [i]q/[`]q)
∏k

i=`+1(1− [i]q/[`]q)

=
(−1)k−`q(

k−`
2 )

[k − `]q!
∑̀
j=1

q(
j
2)[j]qwj

[`]j+2
q [`− j]q!zj+1

.

Hence, we can state the following result.
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Theorem 3.9. If 1 ≤ k < n− 1 and m = 1, then

a(n, k; z) = pn
k∑
`=1

(−1)k−`q(
k−`
2 )

[k − `]q!
∑̀
j=1

q(
j
2)[j]q

(
1 + q[j − 1]q + z

∑j−1
i=1 [i]q

)
[`− j]q!

[`]n−j−2
q zn−j−1

 .
(17)

We remark that analogous formulas for a(n, k; z) may be computed for other small m in a
similar fashion.
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