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Abstract

We study the order-chaos phase transition in random Boolean
networks (RBNs), which have been used as models of gene
regulatory networks. In particular we seek to characterise the
phase diagram in information-theoretic terms, focussing on
the effect of the control parameters (activity level and con-
nectivity). Fisher information, which measures how much
system dynamics reveal about its parameters, offers a natu-
ral interpretation of the phase diagram in RBNs. We report
that this measure is maximised near the critical state in the
order-chaos phase transitions in RBNs, since this is the region
where the system is most sensitive to its parameters. Further-
more, we use this study of RBNs to clarify the relationship
between Shannon and Fisher information measures.

Introduction
Random Boolean Networks (RBNs) (Kauffman, 1993) have
typically been used by Artificial Life researchers as discrete
dynamical network models (e.g., models of Gene Regula-
tory Networks) with a large sample space available. In par-
ticular, RBNs exhibit a well-known phase transition from
ordered to chaotic dynamics, with respect to average con-
nectivity or activity level.

Recently, there have been several attempts to study the
order-chaos phase transitions of RBNs using information
theory.1 Ribeiro et al. (2008) measured mutual information
within random node pairs as a function of connectivity in the
network, finding a maximum near the critical point. Rämö
et al. (2007) measured the uncertainty (entropy) in the size
of perturbation avalanches as a function of an order parame-
ter, and also found a maximum near the critical point. Lizier
et al. (2008a) studied the information storage and transfer
components of the computation conducted by each node in
RBNs. The authors found maxima of these computational
quantities just inside the ordered and chaotic sides of the
critical point respectively.

While all of these studies provide useful findings re-
garding the nature of the phase transition, none provide a

1We note the study of entropy and mutual information between
node inputs and outputs by Oosawa and Savageau (2002), though
this study did not consider the phase transition in RBNs.

generic measure that can directly, reliably, and information-
theoretically locate the critical point in other systems. For
example, the study of perturbation avalanches in (Rämö
et al., 2007) is not applicable to systems in which we can-
not interfere. The measure of pairwise mutual informa-
tion (Ribeiro et al., 2008) can be imagined to be max-
imised for trivial short-periodic behaviour as well as com-
plex behaviour at critical point. And while our previous
work (Lizier et al., 2008a) certainly characterises how the
RBNs’ computation is made up of both information storage
and transfer, none of the measures of computation exam-
ined were maximised precisely at the critical point in finite-
sized systems. In this study we aim to provide a prelimi-
nary analysis (in the context of RBNs) of a phase diagram
in information-theoretic terms, aiming for the analysis to be
generically applicable to other phase transitions. The search
for generic tools motivates our study and we use informa-
tion theory that allows us to analyse and compare critical
behaviours across different domains.

Phase transitions are often related to symmetry breaking
and self-organisation (Polani, 2007). For instance, Jetschke
(1989) defines a system as undergoing a self-organising tran-
sition if the symmetry group of its dynamics changes to a
less symmetrical one (e.g., a subgroup of the original sym-
metry group). An example may be given by a ferromagnetic
system undergoing a second-order phase transition: (i) in
the high-temperature phase the system has no net magneti-
sation, is ‘disordered’ and has a complete rotational symme-
try (isotropy); (ii) at low temperature, the system becomes
‘ordered’, and the net magnetisation defines a preferred di-
rection in space (anisotropy), breaking rotational symmetry.
The low-temperature ordered phase is therefore less sym-
metrical and can be fully described by an order parameter
— the magnetisation vector (Parwani, 2001).

In explaining non-equilibrium structures that sponta-
neously self-organise in nature, Synergetics (Haken, 1983)
— a theory of pattern formation in complex systems — also
employs order parameters. When energy or matter flows into
a system typically describable by many variables, it may
move far from equilibrium, approach a threshold (that can
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be defined in terms of some control parameters, e.g., the
strength of interactions within the system, or the correlation
length), and undergo a phase transition. At this stage, the
behaviour of the overall system can be described by only a
few order parameters (degrees of freedom) that characterise
newly formed patterns. In other words, the system becomes
low-dimensional as some dominant variables “enslave” oth-
ers, making the whole system act in synchrony. By varying
control parameters (e.g., the strength of interactions within
the system) one may trigger phase transitions.

At this stage we would like to highlight the role of (Shan-
non) information: “a macroscopic description allows an
enormous compression of information so that we are no
more concerned with the individual microscopic data but
rather with global properties” (Haken, 2006). A canonical
example is a laser: a beam of coherent light created out
of the chaotic movement of particles. Rather than using a
large amount of information describing the states of indi-
vidual atoms, only a single quantity (e.g., the phase of the
total light field) is needed, achieving compression of infor-
mation. Hence, a consensus is reached among the individual
parts of the system, indicated by the compression of infor-
mation, and only one or a few variables have to be guided
or controlled (Prokopenko, 2009). In addition, in a vicin-
ity of phase transitions, the information of the order param-
eters changes dramatically whereas the information of the
enslaved modes does not (Haken, 2006).

These insights suggest the use of Fisher informa-
tion (Fisher, 1922), which measures the amount of infor-
mation that an observable random variable carries about an
unknown parameter. Intuitively, if this unknown parameter
can be estimated well using the observable random variable,
then Fisher information carried by these observations with
respect to this parameter must be high. Otherwise, if the
parameter cannot be well-estimated using the observations,
the corresponding Fisher information must be low. The ap-
plication of Fisher information to measure the information
that system dynamics contain about control parameters dur-
ing a phase transition is quite natural. One could expect this
quantity to be maximised near the critical point where sys-
tem dynamics are most sensitive to control parameters.

Our main goal then is to obtain a phase diagram of
RBNs in information-theoretic terms using Fisher informa-
tion. Furthermore, since some studies of Fisher information
discuss its connections to (derivatives of) Shannon informa-
tion, we intend to clarify the relationship between Shannon
and Fisher information, using RBNs.

We begin this paper with overviews of RBNs, Fisher in-
formation and Shannon information. This is followed by
a discussion of how to apply Fisher information to RBNs.
We then present the phase diagram of RBNs in terms of
Fisher information about the control parameter, demonstrat-
ing that this quantity is indeed maximised near the critical
point in the order-chaos phase transition in RBNs. Finally,

we provide quantitative clarification regarding the relation-
ship between Fisher and Shannon information measures us-
ing RBNs as an example.

Random Boolean Networks
Random Boolean Networks is a class of generic discrete dy-
namical network models. They are particularly important
in artificial life, since they were proposed as models of gene
regulatory networks by Kauffman (1993). See also Gershen-
son (2004a) for another thorough introduction to RBNs.

An RBN consists of N nodes in a directed network. The
nodes take boolean state values, and update their state val-
ues in time as a function of the state values of the nodes
from which they have incoming links. The network topol-
ogy (i.e. the adjacency matrix) is determined at random,
subject to whether the in-degree for each node is constant
or stochastically determined given an average in-degree K
(giving a Poisson distribution). It is also possible to bias
the network structure, e.g., toward scale-free degree distri-
bution (Aldana, 2003). Given the topology, the determin-
istic boolean function or lookup table by which each node
computes its next state from its neighbours is also decided
at random for each node, subject to a probability r of pro-
ducing outputs of “1” (the bias). Note that r close to 1 or
0 gives low activity, whereas r close to 0.5 gives the high-
est activity for any K. The nodes here are heterogeneous
agents: there is no spatial pattern to the network structure
(indeed there is no inherent concept of locality), nor do the
nodes have the same update functions. (Though, of course
either of these can arise at random). Importantly, the net-
work structure and update functions for each node are held
static in time (“quenched”). In classical RBNs (CRBNs), the
nodes all update their states synchronously.2

The synchronous nature of CRBNs, their boolean states
and deterministic update functions give rise to a global state
space for the network as a whole with deterministic transient
trajectories ultimately leading to either fixed or periodic at-
tractors in finite-sized networks (Wuensche, 1997). Effec-
tively, the transient is the period in which the network is
computing its steady state attractor.

RBNs are known to exhibit three distinct phases of dy-
namics, depending on their parameters: ordered, chaotic and
critical. At relatively low connectivity (i.e., low degree K)
or activity (i.e., r close to 0 or 1), the network is in an or-
dered phase, characterised by high regularity of states and
strong convergence of similar global states in state space.
Alternatively, at relatively high connectivity and activity, the
network is in a chaotic phase, characterised by low regularity

2While there has been some debate about the best updating
scheme to model GRNs (Darabos et al., 2007), the relevant phase
transitions are known to exist in all updating schemes, and their
properties depend more on the network size than on the updating
scheme (Gershenson, 2004b). As such, the use of CRBNs is justi-
fied for ensemble studies such as ours (Gershenson, 2004c).
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of states and divergence of similar global states. In the crit-
ical phase (the edge of chaos (Langton, 1990)), there is per-
colation in nodes remaining static or updating their values,
and uncertainty in the convergence or divergence of similar
macro states. This phase transition is typically quantified
using a measure of sensitivity to initial conditions, or dam-
age spreading. Following Gershenson (2004c), we take a
random initial state A of the network, invert the value of a
single node to produce state B, then run both A and B for
many time steps (enough to reach an attractor is most appro-
priate). We then use the Hamming distance:

D(A, B) =
1
N

N∑

i=1

|ai − bi|, (1)

between A and B at their initial and final states to obtain a
convergence/divergence parameter δ:

δ = D(A,B)t→∞ −D(A,B)t=0. (2)

(Note D(A,B)t=0 = 1/N ). Finding δ < 0, implies the con-
vergence of similar initial states, while δ > 0 implies their
divergence.3 For fixed r, the critical value of K between the
ordered and chaotic phases is (Derrida and Pomeau, 1986):

Kc =
1

2r(1− r)
. (3)

For finite-sized networks the standard deviation of δ peaks
slightly inside the chaotic regime, indicating the widest
diversity of networks for those parameters (Gershenson,
2004b). Indeed, the standard deviation is used as a guide
to the relative regions of dynamics in finite-sized networks
by Rämö et al. (2007), and the indicated shift of the criti-
cal point towards the chaotic regime at these finite sizes is
reflected by other measures, e.g. (Ribeiro et al., 2008).

Much has been speculated on the possibility that gene reg-
ulatory and other biological networks function in (or evolve
to) the critical regime (see Gershenson (2004a)). It has been
suggested that computation occurs more naturally with the
balance of order and chaos there (Langton, 1990), possibly
with information storage, propagation and processing capa-
bilities maximised (Kauffman, 1993). Indeed, our previous
work has indicated that both information storage and coher-
ent (single-source) information transfer are maximised near
the critical state, just within the ordered and chaotic regimes
respectively (Lizier et al., 2008a). Because of the impor-
tance of the critical state, identifying its precise location is
a crucial task, particularly in other systems where analytical
solutions are not possible. We look to information theory to
address this question.

3Typically an order parameter is 1 in the extreme ordered phase,
and 0 in the extreme disordered phase. Here, δ is a proxy to this,
with negative values representing the ordered phase and positive
values representing the chaotic phase.

Fisher Information
Information theory (MacKay, 2003) is an increasingly pop-
ular framework for the study of complex systems and their
phase transitions (Prokopenko et al., 2009). In part, this
is because complex systems can be viewed as distributed
computing systems, and information theory is a natural way
to study computation, e.g. Lizier et al. (2008b). Informa-
tion theory is applicable to any system, provided that one
can define probability distribution functions for its states.
This is a particularly important characteristic since it means
that information-theoretic insights can be directly compared
across different system types. It is for these reasons that we
seek an information-theoretic characterisation of the phase
transition in RBNs.

Fisher information (Fisher, 1922) is a way of measuring
the amount of information that an observable random vari-
able X has about an unknown parameter θ, upon which the
likelihood function of θ depends. Let p(x|θ) be the likeli-
hood function of θ given the observations x. Then, Fisher
information can be written as:

F (θ) =
∫

x

(
∂ ln(p(x|θ))

∂θ

)2

p(x|θ)dx, (4)

where ln(p(x|θ)) is the log-likelihood of θ given x. Thus,
Fisher information is not a function of a particular observa-
tion, since the random variable X has been averaged out.

Fisher information can be reduced to:

F (θ) = −
∫

x

(
∂2 ln(p(x|θ))

∂θ2

)
p(x|θ)dx, (5)

if ln(p(x|θ)) is twice differentiable with respect to θ and if
the regularity condition:

∫
∂2

∂θ2
p(x|θ)dx = 0 (6)

holds. In this paper we use Equation 4, since the regularity
condition (Equation 6) does not necessarily hold.

The discrete form of Fisher information is:

F (θ) =
∑
xj

pxj

(
∆ ln(pxj )

∆θ

)2

, (7)

where ∆ln(pxj ) = ln(p′xj
) − ln(pxj ) and pxj = p(xj |θ),

p′xj
= p(xj |θ+∆θ). In this case, p(x) is a discrete probabil-

ity distribution function, such that x ∈ {x1, . . . , xD}, where
D is the number of states for the variable X . For example,
for a boolean network, x ∈ {0, 1}.

Fisher information has been extensively used in many
fields of science. Frank (2009) argued that Fisher informa-
tion may be used as the intrinsic metric of natural selec-
tion and evolutionary dynamics. Brunel and Nadal (1998)
showed that in the context of neural coding, the mutual in-
formation between stimuli applied to neurons and neuronal
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activity can be characterised by Fisher information. In com-
puter science, Ganguli et al. (2008) studied short term mem-
ory in discrete time neural networks by using a criterion
based on Fisher information.

We are interested in two aspects of Fisher information.
Firstly, it is a measure of the ability to estimate a parame-
ter, making it an important aspect of parameter estimation
in statistics (Frieden, 1998). Secondly, it is related to the
fundamental quantity of information theory, Shannon infor-
mation that measures system’s uncertainty.

Shannon Information
Shannon Information (Shannon, 1948) was originally devel-
oped for reliable transmission of information from a source
X to a receiver Y over noisy communication channels. Put
simply, it addresses the question of “how can we achieve
perfect communication over an imperfect, noisy communi-
cation channel?” (MacKay, 2003). When dealing with out-
comes of imperfect probabilistic processes, it is useful to
define the information content of an outcome x, which has
the probability P (x), as log2

1
P (x) . Crucially, improbable

outcomes convey more information than probable outcomes.
Given a probability distribution P over the outcomes x ∈ X
(a discrete random variable X representing the process, and
defined by the probabilities P (x) ≡ P (X = x) given for
all x ∈ X ), the average Shannon information content of an
outcome is determined by

H(X) = −
∑

x∈X
P (x) log2 P (x), (8)

We note the information is measured in bits, and henceforth
omit the logarithm base 2. This quantity is known as (infor-
mation) entropy, and may be contrasted with Fisher infor-
mation in Equation 7.

Intuitively, Shannon information measures the amount of
freedom of choice (or the degree of randomness) contained
in the process — a process with many possible outcomes
has high entropy. This measure has some unique properties
that make it specifically suitable for measuring “how much
‘choice’ is involved in the selection of the event or of how
uncertain we are of the outcome?” (Shannon, 1948). In an-
swering this question, Shannon suggested the entropy func-
tion −k

∑n
i=1 P (xi) log P (xi), where a positive constant k

represents a unit of measure.
In this paper we consider the entropy defined in terms of

the probability distribution of the states of each node with
respect to some parameter θ.4 Here the probabilities p(xi

j |θ)
are defined for each possible state xi

j for each node i (given

4We note the alternative view used elsewhere of information in
networks as that contained in the degree distribution amongst nodes
(Solé and Valverde, 2004; Bianconi, 2008; Piraveenan et al., 2009).

θ), and Shannon entropy

H(Xi|θ) = −
∑
xj

p(xi
j |θ) log p(xi

j |θ)

is subsequently also defined for each node i given θ, mea-
suring the diversity of system’s states. Then this quantity is
averaged across the network given θ,

H(θ)RBN , 〈H(Xi|θ)〉i. (9)

Fisher Information for RBNs
We aim to study Fisher information F (r) in RBNs as a func-
tion of the probability r of each node producing an output of
“1”. When changing r, the total number of 1s and 0s in
the logic tables (which each node uses to compute its next
state from its neighbours) would change. So when we cal-
culate p(x|r) and p(x|r + ∆r) for each r, some nodes in
the network with θ = r + ∆r would have different logic
tables. Therefore, we will produce two sets of results when
calculating Fisher information: one where we take into ac-
count all the nodes in the network, and one where we ig-
nore those nodes that have their logic table changed. This
will allow us to see whether the changes in dynamics are
mostly constrained to the nodes whose logic tables have
changed, or whether the alterations to their logic genuinely
cause changes to the dynamics of the whole network and al-
low insights into r from across the network.

To find Fisher information for the networks, Equation 7 is
used since the RBN has nodes with discrete states 0 and 1.
If we applied this equation to the RBN as a whole, the likeli-
hood function p(x|r) is a joint distribution over all nodes X
in the network. This means that for an RBN of 100 nodes,
there are 2100 possible joint states, which makes a calcu-
lation of Fisher information for the joint state of the RBN
impractical. Furthermore, since the RBN is not a directed
acyclic graph, and its nodes are not independent and iden-
tically distributed (i.i.d.), we can not write the likelihood
function as a product of the individual nodes. An alterna-
tive would be to apply Equation 7 to the single node states
x, computing the p(x|r) by combining observations of all
nodes in the RBN. This is undesirable though, since the
nodes are heterogeneous agents with very different dynam-
ics. Instead, we chose to study the average Fisher informa-
tion of the individual nodes:

F (r)RBN , 〈Fi(r)〉 (10)

where Fi(r) is the Fisher information of the i-th node of the
RBN calculated using Equation 7.

We model the RBNs using enhancements to Gershenson’s
RBNLab software (http://rbn.sourceforge.net). When ap-
proximating an infinitely-sized network with a finite one,
the risk is to run the dynamics for too many time steps and
reach a periodic or fixed attractor (inevitable for finite-sized
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Figure 1: (blue) Average Shannon information H(r) and
(green) standard deviation of the convergence/divergence
parameter δ versus the bias of the network r. The RBNs
here have network size N = 250, and average network con-
nectivity K = 4.0.

RBNs). In order to avoid this, for each simulation run start-
ing from an initial randomised state, we ignore a short initial
transient of 30 steps to allow the network to settle into the
main phase of the computation, and then stop the computa-
tion after 400 time steps.

In order to properly sample the dynamics of each node
in each RBN and generate enough data for the information
theoretic calculations, many repeat runs from random initial
states are required for each network (250 were used).

We thus calculate p(xi|r) of each node i in a given RBN
over all the repeat runs. This likelihood of each node is
used to calculate the Fisher information at node i, thus
giving us the average Fisher information of the network,
F (r) = 〈F (r)RBN 〉. Similarly, we averaged the entropy
measurements H(r) = 〈H(r)RBN 〉 over the network reali-
sations for each r.

It should be noted, that for many nodes, it often hap-
pens that px and/or p′x = 0 because a node may exhibit
either all 0s or all 1s, especially when r of the network is
heavily biased towards 0 or 1. In these cases, if pxj = 0,
we set the corresponding individual terms in Equation 7

pxj

(
∆ ln(pxj

)

∆r

)2

= 0, where j is the state of the node i.
If p′xj

= 0, we write the respective terms as (Frank, 2009):

pxj

(
∆ln(pxj )

∆r

)2

=
1

pxj

(p′xj
− pxj )

2,

yielding: pxj

(
∆ ln(pxj

)

∆r

)2

= pxj .
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Figure 2: Average Fisher information F (r) versus the bias
of the network, r, for networks of size N = 250 and aver-
age connectivity K = 4.0. The blue curve shows the Fisher
information if we take into account all the nodes in the net-
work, the red curve shows the Fisher information if we ig-
nore those nodes whose logic table has changed due to the
change in parameter r.

Results and Discussions
We focus on RBNs with N = 250 nodes and average con-
nectivity of K = 4.0, while altering the bias in the network
r. K = 4.0 was chosen because, with it held constant, RBNs
at low and high values of r exhibit ordered behaviour and
RBNs at mid-range values of r exhibit chaotic behaviour.

Figure 1 shows two baseline measures for studying the
phase transition. The green curve shows the standard devia-
tion of the convergence/divergence parameter δ as it changes
over r. As discussed earlier, this is a typical parameter used
to study this phase transition, and the standard deviation is
known to reflect the shift of the edge of chaos in finite-sized
networks. We can see that there are two separate peaks in
this curve, representing the edge of chaos for this finite-
sized RBN. This is expected, since the probability distribu-
tion function is symmetrical about r = 0.5, where there is
no bias between choosing a 0 or a 1. These two peaks occur
at r = 0.22 and 0.77, which as expected are ‘inside’ the the-
oretical edge of chaos of an infinite-sized RBN at r = 0.147
and 0.853 as found using Equation 3. The blue curve shows
the average Shannon information H(r) through this phase
transition. H(r) exhibits a bell shaped curve with maximum
at r = 0.5; this is as expected since the level of activity in
the network should be maximum when there is no bias. This
result aligns with the previous study of the entropy through
the phase transition in RBNs as a function of K while hold-
ing r constant (Lizier et al., 2008a) .

Now, we examine the phase transition with respect to r
using Fisher information F (r). Figure 2 shows the average
F (r) calculated in two scenarios: the blue curve shows F (r)
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when we take into account observations from all nodes in the
network, the red curve shows F (r) when we ignore obser-
vations from those nodes that have their logic table changed
from p(x|r) to p(x|r + ∆r).

It can be seen from this plot that F (r) has two peaks al-
most mirrored about r = 0.5. These peaks occur approxi-
mately at the phase transition between the chaotic phase and
the ordered phase for RBN with K = 4.0 as shown in Fig-
ure 2, while F (r) away from the phase transition r has val-
ues at least one order of magnitude smaller than the peaks.
This indicates that close to the phase transition, there is a
large increase in the information in the state distribution of
the nodes about the parameter r. On the other hand, deep in-
side the ordered and chaotic phases, the state distribution of
the nodes indicates little about r, other than that the network
is in one of these phases.

Certainly the blue curve for F (r) is consistently higher.
This curve includes Fisher information from the nodes
whose logic tables were changed, and these nodes obviously
carry a significant amount of information about the r param-
eter. Crucially though, there is little difference between the
two curves, and both have peaks at r = 0.17 and r = 0.79.
Were the curves identical, this would imply the amount of
information about r in the changed nodes did not differ from
that in the unchanged nodes, and the average F (r) was not
affected. A small quantitative difference indicates that the
nodes with changed logic tables retain more information
about r. Nevertheless, the information diffuses through the
whole network, making the curves quite similar here.

Some studies on Fisher information discuss the relation-
ship between Fisher and Shannon information. Frank (2009)
proposed the interpretation that Fisher information is equiv-
alent to the acceleration of Shannon information, i.e. the
second derivative of H(X|θ) with respect to θ. This was
shown under the assumption that the outer (or averaging)
term p(x|θ) holds constant while differentiating H(X|θ),
thus differentiating log p(x|θ) only. The equivalence be-
tween Fisher and acceleration of Shannon information also
requires that the regularity condition in Equation 6 holds.
However, this is not always the case, and here we now de-
scribe our observation of more similarity between Fisher in-
formation and first derivative of Shannon information.

Figure 3 shows the derivatives of Shannon information
H(r) versus network bias r for RBNs with average con-
nectivity of K = 4.0: the square of the first derivative of
Shannon information, ( d

dr H)2, is shown in blue and the sec-
ond derivative, d2

dr2 H , is shown in green. In comparison
with Figure 2, we can see that Fisher information for RBNs
is more qualitatively similar in shape to the square of rate
of change of Shannon information than the acceleration of
Shannon information. However, there is a difference in their
orders of magnitude, an explanation for which is presented
in the Appendix. In general, this is because in finding F (θ),
we first differentiate and then square and average the val-
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Figure 3: Derivatives of Shannon Information, H(r), for the
same networks as Figure 2 (K = 4.0). (blue) First derivative
of H squared. (green) Second derivative of H .

ues, while for (dH
dθ )2 we average and then differentiate and

square the values. Furthermore, the peaks for (dH
dθ )2 occur at

r = 0.21 and r = 0.79, coinciding with the Fisher informa-
tion peaks shown in Figure 2. This shows that for RBNs, the
regularity condition of Equation 6 does not hold, and Fisher
information is not equivalent to the acceleration of Shannon
entropy.

Let rmax denote the maximum Fisher information that oc-
curs with respect to r for fixed K. Formally, rmax for ev-
ery K is set to the global maxima of F (r) in two regions:
0 ≤ r ≤ 0.5 and 0.5 ≤ r ≤ 1. For example, rmax corre-
spond to the peaks shown in Figure 2. We now examine the
values of rmax as a function of K. To reiterate, each F (r)
is an average of Fisher information F (r)RBN over 250 net-
works, yielding rmax values for both regions. Repeating the
experiment 10 times with different 250 networks allows us
to average these rmax values over 10 runs. Figure 4 shows
the plot of rmax versus K for K = 2.0 to K = 10.0. The
blue curve shows the rmax computed over all nodes in the
network, and the red curve corresponds to the case when
those nodes that have their logic table changed were ignored.
As we can see from the figure, there is very little difference
between the two rmax curves. In alignment with the find-
ings for Figure 2, we see that the changes to the logic tables
of a few nodes genuinely cause the effect of changes in r to
diffuse throughout the network.

The green dashed curve in Figure 4 shows the theoretical
critical phase (edge of chaos) of the RBNs, generated using
Equation 3. We can see from the figure that the phase dia-
gram obtained by maximising Fisher information generally
follows the same shape, but is bounded by the theoretical
curve for critical Kc versus r. This is because the theoretical
curve corresponds to an RBN with an infinite size, while the
phase diagram based on the maximum Fisher information is
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Figure 4: Phase diagram of rmax where the maximum
Fisher information, F (r), occurs with respect to r for fixed
K, as a function of K. Blue: when all the nodes in the
network were taken into account; Red: when those nodes
whose logic table has changed due to the change in param-
eter r were ignored. The error bars on the curves show the
standard deviation of rmax. The green dashed line is the
theoretical curve for critical Kc versus r.

for a finite size RBN. As pointed out previously, for finite-
size networks the critical point is known to shift towards the
theoretically chaotic region, and the maximum Fisher infor-
mation certainly reflects this.

Indeed, these finite-size effects also partly explain why
the loci of the divergent maxima of Fisher information do
not meet as K → 2. For r = 0.5, the phase transition
with respect to K shifts towards the chaotic regime at around
K ≈ 2.5 in these finite size RBNs rather than the theoretical
2.0. Our experimental curve(s) should converge/diverge at
around K ≈ 2.5. The fact that they do not converge is an
artifact of our explicit search for two maximum values of
F (r) for 0 ≤ r ≤ 0.5 and 0.5 ≤ r ≤ 1.

Conclusion
In this paper, we contrasted Fisher information and Shannon
information in the context of Random Boolean Networks
(RBNs). RBNs are known to exhibit three distinct phases of
dynamics, depending on their parameters: ordered, chaotic
and critical, and we analysed the phase diagram of RBN dy-
namics interpreted in information-theoretic terms.

Both the activity level r and average connectivity K play
the role of control parameters, and the phase diagram is ob-
tained by plotting (K, r) points that separate the ordered and
chaotic phases. If δ was used as a proxy to an order parame-
ter, the critical (K, r) points are those where δ changes sign.
Information-theoretically, Shannon information H(r) which
measures (globally) the diversity of RBN’s states given the
parameter r, is minimal in the ordered phase and maximal

in the chaotic phase. However, it does not identify the pre-
cise location of the critical points. On the other hand, Fisher
information about the control parameters has maxima at the
critical (K, r) points. This is because F (r) measures (lo-
cally) the amount of information that RBN dynamics carry
about the parameter r, and these dynamics are most sensitive
to the control parameter near the critical point.

Our analysis showed that an information-theoretic inter-
pretation of the phase diagram (K with respect to r) re-
veals expected phases (ordered, chaotic and critical) as well
as symmetry breaking (slightly obscured by finite-size ef-
fects). In addition, the comparison between Fisher infor-
mation F (r) and a square of a first derivative of Shannon
information H(r) uncovered their strong qualitative similar-
ity, albeit separated by an order of magnitude. The analysis
shed more light on connections between Fisher information
and (derivatives of) Shannon information, and provided a
means for further rigorous information-theoretic studies of
phase transitions in complex networks.
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Appendix
It can be seen from Figure 2 and 3 that the magnitude of the
F (r) is much higher than (dH

dr )2, in fact, the peak for F (r)
is approximately 200 times that of (dH

dr )2’s peak. This is
due to the order of averaging and differential in the two cal-
culations. To illustrate this, let us take one simple example,
where the variable x has two states {0, 1} the probabilities
of which depend on some parameter θ:

Let : p(0|θ) = 0.5 p(1|θ) = 0.5
p(0|θ + ∆θ) = 0.3 p(1|θ + ∆θ) = 0.7
∆θ = 0.01

Now, using Equation 8, we can find the Shannon informa-
tion:

H(X|θ) = −(0.5 log2 0.5 + 0.5 log2 0.5) = 1,

H(X|θ + ∆θ) = −(0.3 log2 0.3 + 0.7 log2 0.7) = 0.8843.

Thus, the first derivative squared in this case is:
(

dH(X|θ)
dθ

)2

=
(

H(X|θ + ∆θ)−H(X|θ)
∆θ

)2

= 133.86.

Using Equation 7, we can find the Fisher information:

F (θ) = 0.5
(

ln 0.3− ln 0.5
∆θ

)2

+ 0.5
(

ln 0.7− ln 0.5
∆θ

)2

=
0.5(−0.5108)2 + 0.5(0.33647)2

(0.01)2
= 6965.
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Here, we can see that F (θ) is 50 times larger than (dH
dθ )2.

This shows that while at the first glance, the values of F (θ)
and (dH

dθ )2 should be similar, there is actually one to two
orders of magnitudes difference between them.
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