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ABSTRACT

Music classification has been widely investigated in the
past few years using a variety of machine learning approach-
es. In this study, a corpus of 3367 folk songs, divided
into six geographic regions, has been created and is used
to evaluate two popular yet contrasting methods for sym-
bolic melody classification. For the task of folk song clas-
sification, a global feature approach, which summarizes a
melody as a feature vector, is outperformed by an event
model of abstract event features. The best accuracy ob-
tained on the folk song corpus was achieved with an en-
semble of event models. These results indicate that the
event model should be the default model of choice for folk
song classification.

1. INTRODUCTION

Computational folk music analysis is gaining increasing
interest in recent years, revitalized by the developing field
of computational ethnomusicology and also by interest in
non-Western musics, the availability of advanced music
data mining methods capable of dealing with very large
data sets, and the existence of expanding folk song corpora
on the internet. A mechanical process that can accurately
locate new folk songs into geographical regions, proposed
as early as the 1950s [1], can now be developed. In this
work we describe and investigate two very different ma-
chine learning methods for folk song classification. Folk
songs from six different European regions will be used,
and the classification task is to assign unseen songs to their
correct regions.

The more precise objective of this study is to determine
whetherglobal featuremodels are outperformed by meth-
ods based onevent featuresfor the task of folk song clas-
sification. A global feature encapsulates information about
a whole piece into a single value: numeric, nominal, or
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pitch 74 75 77 74 70 79 81 82
melodic interval ⊥ +1 +2 -3 -4 +9 +2 +1
melodic contour ⊥ u u d d u u u
duration ratio ⊥ 1 1 1 4 1/4 1 6
average pitch 76.5
rel. freq. M3 0.143

Huron contour ascending

Figure 1. Excerpt of the English folk tune “Harding’s
Folly’s Hornpipe”, illustrating the contrast between global
features (lower three) and event features (upper four).

Boolean. Using global features, pieces can be simply re-
expressed as feature vectors and a wide range of standard
machine learning algorithms can then be applied [2, 3].
Event features, on the other hand, do not summarize a
piece into a single value, but rather view a piece as a se-
quence of events, each event with its own features. A stan-
dard technique for working with sequential symbolic mu-
sic data expressed as event features is then-gram model,
which is particularly well-known for language modeling, a
word in language being roughly analogous to an event in
music.

Figure 1 illustrates a short melodic fragment, the first
measures of an English tune called “Harding’s Folly’s Horn-
pipe”, expressed using both event features “pitch”, “me-
lodic interval”, “melodic contour”, “duration ratio”, anda
few global features “average pitch”, “rel. freq. M3” (rela-
tive frequency of major thirds), and “Huron contour”.

Despite many different proposals of global feature sets,
and studies comparing a few feature sets to one another [4],
there has not yet been a rigorous and systematic study com-
paring the relative efficacy of global features versusn-
gram models for music classification. In this paper, we
study four different global feature sets for the task of folk
song classification. All feature sets are used for well-known
classification techniques such as naive Bayes, logistic re-
gression, SVM,k-nearest neighbours and decision trees.
These results will be compared with both a simplen-gram
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Origin # pieces avg notes/piece
England 990 (29.4%) 93
France 393 (11.7%) 71
Ireland 798 (23.7%) 105
Scotland 445 (13.2%) 119
S.E. Europe 123 (3.7%) 118
Scandinavia 618 (18.3%) 94
Total 3367

Table 1. TheEuropa-6collection: the number of pieces
and the average number of notes per piece in each region.

event model of linked interval/duration and its extension,
the multiple viewpoint model [5].

Based on the fact that event models take into account se-
quential structure, the hypothesis of this study is that event
models will outperform global feature models on the task
of folk song classification. The remainder of this paper
describes the methods and results employed in the explo-
ration of this hypothesis.

2. METHODS

In this section we describe the global feature approach and
the event models, and we detail the monophonic data set
used for training.

2.1 Experimental data set

To explore the performance of these models, we compare
their relative efficiency in terms of classification accura-
cies on a very large corpus of folk songs, which we call the
Europa-6collection. This is a collection of folk songs from
6 countries/regions of Europe: see Table 1 for the classes
and the piece counts in each class. The classification task
is to assign unseen folk songs to their correct region of ori-
gin. Initially, 3724 pieces were selected by Li et al. [6]
out of a collection of 14,000 folk songs transcribed in the
ABC format. The collection was pruned to 3367 pieces by
filtering out duplicate files. This was done by clustering all
pieces into groups containing identical Jesser feature vec-
tors (Section 2.2). If a group contained pieces spanning
different regions (e.g., England and Ireland), all pieces in
the group were discarded due to this ambiguity in annota-
tion, otherwise just one piece of the group was retained.
Furthermore, we retained only the highest note of double
stops present in some instrumental folk songs. To focus
on core melodies rather than performance elaboration, we
removed all grace notes, trills, staccato, and ignored re-
peated section indications. Time and key signatures were
retained. Since most of these pieces have no tempo indica-
tion, all tempo indications that were present were removed.
Finally, by means of abc2midi we generated a clean quan-
tized MIDI corpus, and removed all dynamic (velocity) in-
dications generated by the style interpretation mechanism
of abc2midi.

2.2 Global feature models

There have been many proposals of global feature sets.
Volk et al. [4] provide an evaluation of several global fea-
ture sets for the task of comparing folk songs for melodic
similarity, and several more sets can be found in the litera-
ture. In our experiments, we chose four:

• The first is theAlicanteset of 28 global features, pro-
posed by Ponce de Léon and Iñesta, applied to clas-
sification of 110 MIDI tunes in jazz/classical/pop
genres [2]. From this set, we re-implemented a com-
pact subset: the top 12 selected by [2]: Table 1.

• The second is theFantasticset: 92 features com-
puted by the program called Feature ANalysis Tech-
nology Accessing STatistics (In a Corpus), currently
developed by Müllensiefen [7] (v0.9, downloaded
from [8]). For this study, we only include the global
features based on a single melody, which reduces the
set to 37 features. In addition to some basic descrip-
tive statistics based on pitch and duration, this set
also includes a few entropy-based features, and some
contour features derived from the work of Steinbeck
[9] and Huron [10]. Moreover, the set of 37 fea-
tures include some statistics of so-calledm-typesthat
take into account some local sequential note order.
By default, Fantastic segments the scores and com-
putes the features on the created phrases, but we in-
stead report results without segmentation since these
achieved globally better results.

• TheJesserset contains 40 pitch and duration statis-
tics [11]. The pitch-based features are simple rel-
ative interval counts, like “amajsecond” (ascending
major second). Similar features are present for all
ascending and descending intervals in the range of
the octave. Almost all features were implemented,
only the feature “numlines” was not applicable for
folk song classification based on melody.

• The last set is theMcKayset of 101 global features,
developed for the classification of orchestrated (in-
strumentation and dynamics) MIDI files [3]. Im-
portantly, these features were used in the winning
2005 MIREX symbolic genre classification exper-
iment which used orchestrated files for evaluation.
The features were computed with McKay’s software
package jSymbolic (version 12.2.0) from [12]. A
few attributes “harmonicity of two strongest rhyth-
mic pulses” and “strength ratio of two strongest rhyth-
mic pulses” were removed due to runtime and nu-
merical errors caused by their computation using the
jSymbolic tool. For the analysis of theEuropa-6
corpus, many features such as those based on in-
strumentation, dynamics, polyphonic texture, glis-
sando had the same value for every piece and were
removed. The final McKay set contains a total of 62
features.

The four global feature sets above are summarized in
Table 2. In this table, we also indicate for each feature

730



10th International Society for Music Information Retrieval Conference (ISMIR 2009)

Global feature set # features pitch duration
Alicante 12 7 2
Fantastic 37 21 15
Jesser 39 31 6
McKay 62 35 5

Table 2. Global feature sets used in our experiments. The
last two columns show the number of features that are de-
rived from pitch and duration.

set how many features are derived from pitch or duration.
A feature is derived from pitch (duration) when at least
one pitch (duration) value is inspected for the feature com-
putation. Most features are derived from pitch or dura-
tion, spanning from very basic features like “variability of
note duration” to more abstract ones, such as “tonalness”
or “interval distribution normality”. Examples of features
that are not derived from pitch or duration are descrip-
tors such as “has meter changes” and “average time be-
tween attacks”, or more specific ones like “polyrhythms”
or “strength of strongest rhythmic pulse”. In the Fantastic
set some features are based on both pitch and duration, like
the step contour and interpolation contour features. These
four global feature sets were also chosen as they do not
show much overlap in semantic content, aside from some
very basic features such as “number of notes” and “pitch
range”.

A global feature set summarizes a piece as a feature
vector, which can be viewed as a data point in a feature
space. The classification task can thus easily be addressed
with standard machine learning techniques, for which tool-
boxes are available. The underlying idea is to assess the
discriminative power of a global feature set by looking at
its performance in terms of classification accuracies.

2.3 Event models

In contrast to global feature models, event models take into
account the sequential structure of the melody. A type of
event model commonly used for statistical language mod-
eling is then-gram model [13]. In ann-gram model for
music, the probability of a pieceeℓ = [e1, . . . , eℓ] is ob-
tained by computing the joint probability of the individual
events in the piece:

p(eℓ) =

ℓ∏

i=1

p(ei | ei−1), (1)

with suitable restrictions on the contextei−1, for example,
for a trigram modelei−1 is restricted to[ei−2, ei−1]. The
conditional event probabilitiesp(ei | ei−1) are estimated
by the n-gram counts of the training data. In addition,
Method C smoothing [13] is used to handle the zero fre-
quency problem. To usen-gram models for melody clas-
sification, for each class a separate model is built and the
predicted class of a piece is the class whose model gener-
ates the piece with the highest probability.

Presented with sparse data,n-gram models for music

cannot model the pitch or duration directly, hence the mu-
sic events must first be clustered into more abstract equiva-
lence classes by applying functions calledviewpoints[14].
Examples of viewpoints are “melodic interval” or “dura-
tion contour”, which obviously lead to event features that
are less sparse than the concrete music events in the cor-
pus. Particularly useful arelinkedviewpoints, which cap-
ture correlation between abstract classes, for example, a
linked viewpoint of melodic interval and duration, mean-
ing we represent every event as a pair of its melodic inter-
val and duration.

For a viewpointτ , the event sequenceeℓ is transformed
to the abstract feature sequenceτ̂ (eℓ) = [τ(e1), . . . , τ(eℓ)],
and Equation 1 can be adapted as follows, resulting in the
viewpoint model:

p(eℓ) =

ℓ∏

i=1

p(τ(ei)|τ̂ (ei−1)) × p(ei|τ(ei)). (2)

The first factor in (2) is the probability of the abstract fea-
ture using ann-gram model, and the second factor is the
probability of the concrete event given the abstract feature,
which is modeled by a uniform distribution.

An extension is themultiple viewpoint model, an en-
semble of viewpoints used in aggregation to compute the
probability of a sequence. Multiple viewpoints have been
used with success in symbolic music processing tasks such
as melody prediction and generation [5] and melody seg-
mentation [15]. To combine the predictions ofk view-
pointsτ1, . . . , τk, one straightforward way is to use the ge-
ometric mean of the component viewpoint predictions:

p(eℓ) =
1

Z
×

(
k∏

i=1

pτi
(eℓ)

)1/k

(3)

whereZ is a normalization factor. In the Results section, a
multiple viewpoint model will be contrasted with both an
n-gram model and a global feature model.

3. RESULTS

In this section we report on the experimental results on
the Europa-6collection. For the evaluation of the global
feature sets, we used a standard machine learning tool-
box called Weka (version 3.6.1) [16] which is documented
in [17]. Weka contains many different algorithms for clas-
sification: we used the well-known classifiers Naive Bayes,
k-nearest neighbours, decision trees (J48), Support Vec-
tor Machines (SVM) and Logistic regression. The feature
sets were compared by computing classification accuracies
for each of these classifiers, which were all obtained by
10-fold cross validation. Default Weka configuration pa-
rameters were used for all classifiers. Results are reported
in Table 3. To measure the difficulty of this classification
task, note that always predicting the most frequent class
(England) will achieve an accuracy of only 29.4%. For the
method ofk-nearest neighbours we explored many values
of k, andk = 20 seemed to yield the best results in gen-
eral. We observe that the McKay and the Jesser features
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Feature set Alicante Fantastic Jesser McKay
# features 12 37 39 62

Naive Bayes 45.3 52.5 47.1 53.8
Decision tree 48.2 47.3 58.8 58.4
SVM 51.0 57.6 63.4 66.7
kNN (k=20) 52.7 51.3 61.9 60.7
Logistic regr. 51.9 46.5 63.8 67.8

Table 3. Classification accuracies of the global feature sets on theEuropa-6collection, obtained by 10-fold cross validation.

Feature selection methodJoined set CfsSubsetEval ClassifSubsetEval PCA
(BestFirst) (Naive Bayes) (top 13)

# features 150 41 20 13

Naive Bayes 55.7 60.0 63.9 61.6
Decision tree 59.1 62.7 59.1 53.5
SVM 69.7 68.3 61.6 64.3
kNN (k=20) 65.9 66.3 61.9 64.3
Logistic regr. N/A 69.5 49.4 63.8

Table 4. Classification accuracies of the sets created by various feature selection methods, obtained by 10-fold cross
validation.

obtain the highest accuracies, and the best overall result is
obtained with logistic regression on the McKay features,
with an accuracy of 67.8%.

Before comparing these results to those obtained with
the event models, we explored whether there might be a
compact optimal global feature set for the task of classi-
fication of folk tunes. Therefore, we have created a fifth
global feature set containing all global features from the
Alicante, Fantastic, Jesser and McKay sets. On this joined
set, we performed various feature selection methods, either
by evaluating attribute subsets on their predictive value,
like correlation-based feature selection or classifier subset
evaluators, or by using single-attribute evaluators, by mea-
suring the information gain of each attribute or by apply-
ing principal component analysis. Several search strategies
were explored for the subset evaluators, and for the single-
attribute evaluators we searched for the optimal number
of top features to include. The best results obtained are
detailed in Table 4. The maximum result of 69.7% is ob-
tained on the full joined set with a Support Vector Machine.
This confirms the known strength of an SVM classifier
when dealing with high dimensional feature vectors. The
overall best performing compact subset was found with a
correlation-based feature set evaluator and a greedy hill-
climbing search (BestFirst) as described in [18], obtaining
69.5% with a multi-class classifier using logistic regres-
sion. It was not possible to compute the accuracy with that
classifier on the full joined set, as the computation was too
heavy.

To evaluate the event models on theEuropa-6, we im-
plemented a 10-fold cross validation scheme. With a pen-
tagram model of a linked viewpoint of melodic interval and
duration, the obtained classification accuracy is72.7%,
significantly higher than even the best of the global fea-

ture models. For the multiple viewpoint model we used an
ensemble of four viewpoints, the same collection as used
by [5]:

• a linked viewpoint of melodic interval, and pitch class
interval from the reference pitch class of the piece.
The latter is calculated assuming the major mode;

• a linked viewpoint of melodic interval and inter-onset
interval (time difference between two successive on-
sets, which will be different than an event’s duration
in the presence of rests);

• a simple viewpoint that returns the pitch of an event;

• a linked viewpoint of pitch class interval from the
reference pitch and first metric level. The latter is a
Boolean viewpoint which is true if an event is at the
beginning of a bar.

In the multiple viewpoint mode, each of the above has
its own pentagram model, and the component viewpoints
are combined as described in Equation (3). As expected,
this multiple viewpoint model achieves a significantly high-
er accuracy than the linked viewpoint of76.0%. This is the
best result we have yet obtained on theEuropa-6corpus.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a first systematic study for folk
song classification, comparing two well-known methods to
approach this task, namely global feature models and event
models. The hypothesis of the event model was validated,
since the results show that four established global feature
sets using standard classifiers were outperformed by a very
simplen-gram model of a linked viewpoint, and even more
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by the multiple viewpoint model. We have explored meth-
ods to find an optimal global feature set by joining the four
sets and by performing attribute selection, and we observe
a slight improvement, but the event models still achieve
higher classification accuracies. We believe the event mod-
els perform better, precisely because they retain sequential
information that global features do not take into account.
In order to identify folk song regions, one needs to capture
the inner structure of a musical phrase. The event model
should thus be the default model of choice for folk song
classification.

There are still some other types of models that we would
like to consider in our future work, such as methods where
one focuses on the development of a good similarity or dis-
tance measure between pieces [19]. Another type of model
that has not been thoroughly explored for classification is
a pattern model, where one uses a collection of musical
patterns and classifies a piece according to the patterns it
contains [20]. Another question we want to address is if
these results still hold for polyphonic music. Global fea-
ture models can easily be expanded to polyphony. Event
models, however, are harder to extrapolate to polyphony,
because we then have to deal with the problem of finding a
suitable harmonic representation and segmentation.
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