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Abstract

In this paper we present a content planning
system which takes into consideration a user's
boredom and cognitive overload Our system
applies a constraint-based optimization mecha-
nism which maximizes a probabilistic function
of a user's beliefs, and uses a representation of
boredom and overload as constraints that affect
the possible values of this function Further, we
discuss two orthogonal policies for relaxing the
parameters of the communication process when
these constraints are violated conveying less
information or breaking up the material into
smaller chunks

1 Introduction

It is generally accepted that to generate competent dis-
course, a speaker must take into consideration the be-
liefs and inferences of the addressee In fact, several dis-
course planning systems rely on some sort of user model
to generate appropriate descriptions, e g , [Paris, 1988,
Cawsey, 1990, Zukerman and McConachy 1994] How-
ever, little attention has been paid to the possibility that
the User model being targeted may not fit the addressee
If the addressee is more competent than expected by the
speaker, the addressee may be bored by the discourse
In contrast, if the addressee is less competent than ex-
pected, s/he may be overloaded with too much new in-
formation

Our content planning mechanism addresses these
problems by taking into consideration the speaker's un-
certainty regarding which user model an addressee be-
longs to Given a communicative goal and probabilities
that the user belongs to a range of user models, our
mechanism uses a constraint based optimization proce-
dure to generate a set of Rhetorical Devices (RDs) which
maximizes the material believed correctly by the user
across the different user models, subject to constraints
that restrict the user's boredom and cognitive overload
We have considered two policies for dealing with the vi-
olation of these constraints (1) conveying less informa-
tion, and (2) breaking up the information to be conveyed
into smaller chunks The generated RDs are then orga-
nized by means of the discourse structuring procedure
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Without constrainte

Substances conteining lonic bonds are not fHexi-
ble, e g, salt crystals are brittle Subsitances con-
Laining network-covalent bonds ere also pot flexi-
ble, e g, diamonds are brittle Substances contain-
ing 10nic bonds have high melting pomnts, and sub-
stances conlaining network-covalent bonds do not
melt [However, substances containing non-network-
covalent bonds, e g , 1ce, have low melting points
With constraints (boredom and overload)
Selt crystais are britile, and diamonds are britile
Salt erystals have high melting points, and diamonds
do not mell [However, ice has a low meltmg point ]

Table 1 Sample texts

described in [Zukerman and McConachy, 1993a], and
rendered in English by means of the Functional Unifi-
cation Grammar described in [Elhadad, 1992]

Table 1 illustrates the discourse generated by our
mechanism to convey information about different types
of chemical bonding to a weak student The text on the
top was unconstrained, while the text on the bottom was
generated using policy (1) above The text on the top
includes several examples to ensure that all the intended
information is acquired, while in the text on the bottom,
the abstract information is entirely replaced by concrete
examples When the constraints regarding boredom and
overload are less stringent, it is sufficient to remove the
last sentence in the discourse on the top [in square brack-
ets] This is because this sentence is generated to con-
tradict a possible erroneous inference, which is of lower
significance than the propositions in the input (Table 2)

2 Input and Output of the Content
Planner

Our system receives two types of input propositional
and user model related The propositional input con
tains (1) a set of propositions to be conveyed, (2) the
degree of belief the user is expected to achieve with re-
spect to each proposition, and (3) the significance of each
proposition, 1 e , how important it is that the user be-
lieves it Propositions are grouped into aspects such as
operation, domain and structure based on their main
predicate Table 2 shows the input from which the texts
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Table 2 Input that yields the sample texts

in Table 1 are generated

The user model related input is a space of user mod-
els accompanied by the probability that the user be-
longs to each model in this space In the current im-
plementation we maintain five stereotypical user mod-
els excellent, good, average, mediocre and weak Each
user model represents the beliefs of a particular type of
user, his/her inferences, and his/her profile (a detailed
description of these models appears in [Zukerman and
McConachy, 1993b])

Since it is easier to mate broad assessments rather
than pinpoint numerical assessments with respect to a
user's beliefs, we represent a user's conjectured beliefs by
means of the following qualitative belief states [Bonanni

tt al, 1990] (BELIEVED, RATHER BELIEVED, CON-
TRADICTORY, UNKNOWN, RATHER DISBELIEVED,
DISBELIEVED}

Our mechanism uses inference rules to model two main
types of inferences (1) Direct inferences, which repro-
duce directly the content of the discourse, and (2) In-
direct inferences, which produce inferences that add in
formation to what was said The indirect inference rules
considered in our model are based on those described in
[Zukerman and McConachy, 1993b], e g , generalization,
specialization and similarity

The profile attributed to a particular type of user de-
termines the correctness and strength of the initial be-
liefs in the model of the user, and the degree of belief
in the inference rules For example, the profile of a
mediocre student is characterized by weak convictions
with respect to facts and inference rules, and lack of dis-
crimination between correct and incorrect beliefs, and
between sound and unsound inferences [Sleeman, 1984]

The output of the content planner is a set of RDs,
such as those in Table 3 (which yield the sample texts in
Table 1) The RDs are related to each other by means of
discourse relations such as prerequisite, cause and elab-
oration [Mann and Thompson, 1987] (not shown in Ta-
ble 3)

3 Definitions

Boredom takes place when too much known or easily
inferable information is being presented, or when the
discourse is too long Overload occurs when a user stops
paying attention due to the difficulties associated with
digesting the information being presented

31 Acquiring correct beliefs

In the process of generating discourse, speakers make
sure that important propositions are conveyed, while
placing less emphasis on less important propositions
Our function of belief reflects this behaviour by taking
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Propositions to be Intended | Sig ‘Without consirants
Conveyed Behef Negate+Instantiate [ionic-bond has-prop flexible]
—~[ionic-bond has-prop flaxible] BELIEVED | HIGH Negate+Inatantiate [net-cov -bond hes-prop flexible]
—[net-cav -bond has-prop flexible] | BELIEVED | HIGH Assert [iomec-bond has-MP high]
[iomic-bond has-MP high] BELIEVED | HIGH Negate [net-cov -bond has-MP)
—[net-cov -bond has-MP] BELIEVED | HIGH Assert [non-net-cov -bond has-MP low]

Instantiate [non-net-cov -bond]

With constraints (boredom and overload)
Instantiate —Jionic-bond has-prop fexible]
Instantiate —[net-cov -bond has-prop flexible]
Instantiate {jonic-bond has-MP high]

Inatantiate —[net-cov -bond has-MP]

Instantiate [non-net-cov -bond has-MP low]

Table 3 Sets of RDs that yield the sample texts

10to consideration both the mgmficance of the mtended
propasilions and the degree to which these propositions
are believed upon completion of the discourse

BEL =Y JarL(p)Sr(p) (1)
P

where Sig(p) 18 the significance or importance of a propo-
sition, and

1 i |belaei(p)] 2 |bel ne(p)| and
sign(belac (p)) = sign(bedine(p))

:%:'—_‘-:—8—} otherwise

belyc(p) 18 the ‘actual’ degree of belief 1o p after pre-
senting a prece of discourse! | and bel,n((p) 18 the ntended
degree of beliel in p If the actual belief in p exceeds or
equals Lhe mnteuded behef 1n p (and both have the same
sign) then fapr(p) =1 Otherwise, fper(p) 18 the ra-
tio between the actual and the intended hehef, and 18
lese than 1 This ratio 18 positive when the actual belef
has ihe same orientation &8s the intended behef, and 1t 18
negative when the onientation of the actual belief 18 the
opposile of thatl of the intended belief

When generating discourse, speakers will often antici-
pate and correct erroneous 1nferences a hearer 18 hkely to
make [rom the discourse Such inferences are opportums-
tically eddressed by the discourse planning mechanism
described in [Zukerman and McConachy, 1994], which 1s
used by our content planner However, they are not re-
ally part of the onginal communicative goal, and hence,
are not mncluded 1n our function of belief acqumtion

32 Boredom

Our function of boredom reflects two different aspects of
discourse (1) the length of the text, and (2) the type of
informetion mn the text, 1 e , the amount of inferable and
previously known information that 15 mentioned, and the
amount ol understood wformation that 18 (unnecessar-
ily) presented The first factor usually causes boredomn
weaker students, while the second factor usually affects

frec(p) =

1The ‘actual’ degree of belef w conjectured by means of
a function which mmuolates a user’s change in behef ns & 1e-
sult of a prece of discourse Thus function depends on the
user's abibty and op the complexty and sbatractness of the
information [Zukerman and McCopachy, 1993b]



stronger students Thus, we have two separaie formules
for boredom

Boredom due to the length of the discourse
People normally get bored with instruetional matenal
that 18 “too long” Therefore, we must ensure that the
presented material 18 shorter than & certain threshold
A good approxamation to the length of a piece of dis-
course 18 symply the number of RDs in the discourse
H{RD},aia]® Thus, the first of the above factors 15 ex-
pressed by the following formula

{RD}saval/T RDmaz (M) (2)

where TRD,,q-(M) 15 the maximum length of instruc-
tional text a user who belonga to model M can tolerate®

Doredom due to unnecessary RDs

A set of RDs which 18 cplimal for one user model 18 Likely
to be sub-optimal wilh respect to other user models For
example, a piece of discourse that w perfect for an aver-
age student may be too verbose for an excellent student
Thus, ihe second of Lthe above factors 15 expressed by the
following formula

]{RD}M.J - {RD]redu:ed(M” (3)

where {RD},ad 18 the set of RDs generated, and
{RD{,,d“gd(M) 18 the most reduced vemion of
{RD},ad that can etill convey the imntended proposilions
to a user who belongs Lo a particular model M

{RD}reducesd( M) 15 obtained by removing RDs from
{RD},md so long as the communicative goal 15 still
achieved with respect to model M Owing Lo the inter-
actione between the RDs 1n a set of RDs, the reduction
of a set of RDs requires exhaustive enumeration Dur-
ing this process, when rermoving en RD, we also remove
the RDs that depend only on this R}, 1 e, ihe sets of
RDs that convey prerequimie and referning information
for thus RD only, and the RDs that contradict erronecus
inferences from this RD

33 Overload

Overload occurs when an addressee 15 unable to inte-
grate the information being presented, thereby causing
working memory to fill up with individual pieces of 1nfor-
maticn, and the knowledge acqusition process to even-
tually shut down [Just and Carpenter, 1987) An im-
portant factor that affects overload 13 the tolal intended
ghift 1n belief as & result of the presentation of & prece of

2Clearly, this approximaiion can pometimes be wrong, but
1t 18 not productive 1o realize & piece of discourse currently
being planned just 1n order to measure 1ts exact length

3When 5 system such as ours 1 i acinal nse,
TRDmac(M) and other such thresholds imiroduced later in
this paper should be empinically obtaned However, in the
current research their values are delermined to test the efl-
fect of different values on the discourse, whie ensunng that
ithey make nense relstive to each other, ¢ g , the explanations
thal weak studenis can tolerale wilhoul getuing bored are
typically shorter than Lhose tolerated by strong students

discourse The ligher the total intended shift 1n belief,
the more will generally need to be saxd, snd the harder
1t will be for the addressee to integrate the presented
information

We distinguish between three types of propositions for
the purpose of predicting cognitive overload P - propo-
sitions Lthat were previously unknown or correctly be-
lieved by the user, P’ - propositions thal were wrongly
believed by the user and must now be contradicted, and
P - propositions that were wrongly inferred by the user
aa & result of discourse planned to convey P and/or =P’
and must now be contradicted The difficulty associ-
ated with the different types of shifts in behef 18 rep-
resented by F factors as follows Fp(M) reflects the
amount of effort required to acquire additional infor-
mation, Fp/(M) reflecte the amount of effort required
to reverse a previous behel, and Fp(M) reflects the
amount of effort required to reverse s new inference
{(FP(M) < Fsg(M) < Fp:(M)) These factors depend
on the type of the user, e g, a strong student usually
has stronger convictions than a weak student, and heace
will have more difficulty reversing a belief

The following formula expresses the Lotal weighted
shifl 1n beliel experienced by a user who belongs to a
particular model M when attempting to nchieve an 1n-
tended degree of belief with respect to s set of propoesi-
tions

Tsurr(M) = Y fomirr(p) Fr(M)+

peEP

Z [fsarer(p) Fe (M) +

FEF’

> Jamrr(p) FplM) (1)
pel

where fsgirr(p) represents Lhe copiribution of propesi-
tion p to T'sysrr This contribution 18 the absclute value
of the diflerence between the actual and the previous be-
hef in p

Fsuirt (p) = |belaca(p) — belora(p)|

Thus, the requiremnent to avoid a total shift 1n behefl
which results 1n cognilive overload 16 expressed by the
following formula

Tsurrr (M) belshft,,, (M) (5}

where belahaft . (M) 18 the maximum shift 1n belief a
user who belongs to model M can tolerate

4 Belief without Boredom or Overload

The objective of the optimization process 1 to plan dis-
course that achieves a required degree of beliel wilh re-
spect to a list of intended propoeitions without violating
the boredom and overload constramnts The behef objec-
tive must be achieved probabilistically with reapect to
all ueer models

We assume a distribution of the user models where the
highest probability mass ie allocated to a {argef model,
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and most of the probability mass 1s allocated i the vicin-
ity of the target model Thie assumption 18 justified by
the observation that if a teacher believes that s student
18 likely to be, say, an average student, then the proba-
bihty thet the student 18 good or mediocre 18 higher than
the probability that the student 18 excellent or weak

A result of our assumption regarding the target model
18 that when posting the overload and boredom con
strunts we do not need o conmder all the possible user
models Rather, for boredom caused by the presentation
of unnecessary RDs, 1t 1s sufficient to consider the target
model and higher models, viz models of more competent
students, and for cogmtive overload and boredom caused
by discourse that 18 Loo long, 1t 18 sufficient to consider
the target model and lower models, viz models of less
competent atudents Thie 18 explained as [ollows If &
student who belongs Lo the target model 18 not expen-
encing boredorn due to the presentation of unnecessary
RDs, weaker students are unlikely to think that unnec-
essary RDs are being presented, while stronger students
may find that the presented discourse contains unneces-
sary RDs In contrast, if g studeni who belongs to the
target model 18 not experieneng overload and s/he 18 not.
getting bored by discourse thal 15 too long, lhese con-
straimnte will certainly be satisfied for stronger students,
but may still be violated with respect to weaker students

Further, due to our assumption regarding the manner
1n which the probability mass i1s sllocaled and the fact
that we only have five user models, 1t 15 sufficient to post
constraints with respect to the two Jower and two higher
modele adjacent to the target model (in addition to the
target model 1teelf)

These observations lead to the following formulation
of our objective funetion

max{y {d_ foeL(p)Sig(p)) Prob(M)}  (6)
M p

subject to the following constraints

Overload

TSHIF‘T(MT)/szSb‘ﬁmn:[MT) S 1
TSHIFT(MT- 1 )/bel&k‘ﬁma: (MT—I) S O(MT-I)
Tsuirr(Mr_2)/belshift .. (M7_3) € O(M7_3)

Boredom due to length

|{RD{lﬂld|/TRDmﬂt(MT) S 1
I{RD nund’l/TRDma:(MT-l) S L(MT-I)
I{RD]lachI/TRDmathT—Q) 5 L(MT—Q)

Boredom due to unnecessary RDs

|{RD}IMJ‘ {RD]reduead(MTN s B(MT)
|{RD}mld - '{RD}rgdnced(MT+l)| =< B(MT+1J
| RD aavd {RD}reduced(MT+2)| S -B(MT+2)

The thresholds O(Mz_,), L(M7r_,) sud B(M14,) are
greater than or equal to their counterparts for My,
and they depend on the relative probabilities of their
user models For example, 1f the probability of model
Me_y 18 close to the probability of A{y, then the over-
load and length thresholds will be just a little over 1
That 18, Tsgrrr(Mz_1) can be only a hitile higher than
belstafi . (M1-1), snd sumularly |{{ RD},a.4| can be only
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a little hugher then TRD g (M7-1) In contrast, if
the probabihity of My_; was low compared to that of
My, then the thresholds would be higher, meening that
Tsuipr(Mr-1) and [{RD},na| could be much higher
than belshsft  (M7_,) and TRDmae(M71_1) respec-
tavely

This 1s a non-linear integer optimization problem even
without the constraints ‘Thus, none of the gradient-
based optimization techoiques 18 suitable, and a weak
search method must be apphed

41 The optimization process

Typically, a weak search algorithm contains an expan-
sion step and a selecticn step During expanson 1t gen-
erates a set of aliernaiives, and during selection 1t deter-
mines which alternative is to be the base for the next ex-
pansion Thee process iterates until the algorithm finds &
solution thet achieves the optimal value for the objective
function while satisfying ell the constraints

Below we describe the expansion and selection steps
(lhese siepe can be slotted into any weak search algo-
rnthm, e g, Graphsearch) The 1nput to our algorithm
18 a set of propositions to be conveyed accompanied by
their significance and intended degree of behef

Expansion

1 For each proposition to be conveyed, determine the
RDs that increase the user’s behef in this proposi-
tion

2 For each user model, determine the mmmmally suffi-
cient eets of RDs which convey all the propoaitions,
where B set of RDs 18 munimally sufficient 1f the re-
moval of any RD causes the set to stop conveying
the intended information If necessary, a munimally
sufficient set of RDs also includes RDs that contra-
dict a user’s poaasible erronecus inferences Compute
the extent to which these sets of RDs satisfy the
constraints

Selection

1 Select the munimally sufficient set of RDs that sat-
isfies al]l the constraints and for which the objective
function has the highest positive value If there are
several such sets of RDs, select the set which satis-
fies the constraints to the largest exient, 1 e, the set
which is farthest from boredom and from overload

If there are no nunimally sufficient sets of RDs that
yield an objective function with & pomtive value
while satisfying all the constraints, then relax the
requirements of the problem (Sections 4 2 and 4 3),
and select for expansion the ‘best’ set of RDs that
satisfies the constraynts

2 Determine which prerequisite propostions must be
known to the user 1n order to understand the set
of RDs selected for expansion, and which referring
expresaions are required to 1dentify the concepts
this set of RDa

The determination of RDs thet increase & user’s be-
lLief 1n a propoaition (Step 1, Expansion} 18 performed as
described in [Zukerman and McConachy, 1994]



Our algorithm computes sets of RDs (Step 2, Expan-
sion), rather than simply collating together the RDs that
convey individual propositions, because these RDs typi-
cally interact with each other in two possible ways (1)
an RD planned for one proposition may convey other
propositions, thereby making their RDs obsolete, and
(2) an RD may yield erroneous inferences which require
the generation of additional RDs to correct them

The algorithm for computing minimally sufficient sets
of RDs may keep sets of RDs that subsume each other,
so long as they are generated for different user models
For example, this happens if {RD;RD,;} is minimally
sufficient for model Ma.erage but it is not sufficient for
Mweak, Where {RD;, RD,RD3} is required

If there are no minimally sufficient sets of RDs that
satisfy all the constraints, then it is impossible to gener-
ate a single piece of discourse that convey§ the intended
information without incurring boredom and/or overload
In this case, we consider two orthogonal approaches for
generating discourse which satisfies the constraints (Step
1, Selection) These approaches relax the following re-
quirements of the problem (1) the communicative goal,
| e, less information is conveyed (Section 4 2), or (2) the
single-discourse requirement, i e , the material is broken
up into smaller chunks to be presented sequentially in
a session (Section 4 3) The first approach yields new
minimally sufficient sets of RDs that satisfy all the con-
straints, thus Step 1 of Selection is performed success-
fully this time The second approach yields a (possibly
partial) sequence of sets of RDs, each of which is optimal
for conveying a smaller chunk of propositions thereby
satisfying all the constraints as well

Once a set of RDs has been selected for expansion, our
algorithm determines prerequisite propositions and re-
ferring expressions required for understanding this set of
RDs (Step 2, Selection) This is performed as described
in [Zukerman and McConachy, 1994] The expansion-
selection process is then repeated to compute minimally
sufficient sets of RDs that convey these prerequisite
propositions

During the next iteration, the constraints are checked
for the set of RDs generated so far plus its referring ex-
pressions and the sets of RDs which convey its prerequi-
site propositions This is necessary because it is possible
that when a referring expression or a set of RDs that
conveys prerequisite propositions is added to a main set
of RDs, the overload and/or boredom constraints are
violated (even though individually neither set of RDs
could violate these constraints) In this case, the 'con-
vey less information' policy for dealing with constraint
violation is applied with respect to the original intended
propositions, rather than their prerequisite propositions
This is because if we decide to satisfy a constraint by not
conveying a particular prerequisite proposition, we affect
the understanding of all the RDs that rely on this propo-
sition, and hence, the understanding of possibly several
intended propositions conveyed by these RDs

To illustrate the optimization process, consider a sit-
uation where the intended propositions are as shown
in Table 4, and the probabilities that the student be-
longs to the different student models are as follows ex-

Propositions |  Degree of Belief Sig
" BELIEVED HIGH
P2 BELIEVED HIGH
P RATHER BELIEVED MEDIUM
Pa RATHER DISBELIEVED LOW
Table 4 Ssmple intended propoations
Min Sufficient [Student] Ob) | Violated
Sets of RDs Model | Func | Constrants
{fDy, HDy} E -03 —
{RD;,RDa, RDy} G A 275 —
{RD,,RD,, RD,, G,A 28 {es}
RDs, RDg}
{RDI R RDz, R.Ds, M 30 {CE,, C'g}
RDy, RDsy, RDs)

Table 5 Imtial mimmally sufficient sets of RDs

cellent (E) ~ 02, good (G) — 05, average (A) - 02,
mediocre (M) — 0 1, weak (W) - 00 These probabil-
ities may be assigned subjectively or may be cbtained
by testing the performance of the students 1n a class
Table 5 contains the imtial mimimally sufficient sets of
RDs generated m Step 2 of the Expanmon procedure,
accompanied by the student model for which these sete
of RDs are mummally sufficient, the value of the ob-
jective function, and the eonstrmnts that are viclated
by each set of RDs Note that {RD,, RD;, RD;3} and
{RD;, RD2, RD4, RDy, RDg} mre both mimimally suffi-
clent with respeci to the good and the average student
models The constraints relevant to this problem are

¢ Tsarrr(Mgooa)/belshaft,  (Mgooa) < 1

5] TSH!.F‘T (Mdve)fbd’h'ﬁmu(Mavz) S O(Muue)
¢3 Tsarrpr(Mmed)/belshift 0 (Mmed) £ O(Mmed)
€4 l{RD}u-dVTRDmu(Mgood) <1

Cg I{RD}JdldI/TRDmd:(Muua) S L(Muue)

€ '{RDiauldlfTRDmu:(Mmgd) < L Mmed)

€7 HRD imd — {RD}reduc:d(Mgood) S B(Mjwd)
Ca H‘QI)]'MIHi - {RD}Ftdueed(Mc::eI)l S B(Mezcul)

The st of RDs selected for expamsion 18
{RDy, RDy, RD3} since 1t violates no constraints and
18 objective function has the highest value In the pext
iteration, our procedure generates minmimally sufficient
gets of RI)s that convey Lhe prerequisite propasitions of
{RDy,RDq, RD4} for the different siudeni models (no
RDs are generated [or some models, if a student who be-
longs to them 18 presumed to behieve these propositions
to an adequate extent) The sets of RDs that convey pre-
requisite mformation have their own objective function,
whose velue must be positive If all these sets violate
one or more constraints, the discourse planning process
must proceed enher as described 1n Section 4 2 or 4 3

42 Relaxing the communicative goal

In thie approach, the system abandons part of the com-
municative goal, 1€ , 1t decides to convey some proposi-
tions to a lesser extent than arnginally specified and/or
to give up conveying some proposilions altogether To
perform this task, we remove RDe from each of the candi-
date minimally sufficient sets of RDs, and determine the
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Sets of RDs after Obj Previous
Goal Relaxation Func Set of RDs
TRD. ED.. RDs. RDe)1 27 |{RD.. ED;, EDy,

RD;, RDg)
{RD,,kD:,RD;, RDyT| 28 {ED,,RD;,RD,,
8Dy, RDy RDg,RDg) | 29 RD4, RDg, RD¢}

Table 6§ Sample eets of RDs after goal relaxation

effect of these removals on our objective function Dur-
ing this process, as when satisfying boredom constraints
(Section 3 2), when removing an RD, we also remove the
RDs that depend only on this RD

Owing to the relationships between RDs, the process
of removing RDs (and their dependents) until no con-
straints are violated essentially requires exhaustive enu-
meration It generates candidate sets of RDs by re-
moving in turn each possible RD (and its dependents)
from each minimally sufficient set of RDs, and repeat-
ing this process untd each resulting set of RDs satis-
fies all the constraints If a minimally sufficient set of
RDe has n RDs, initially n different alternative sets of
RDs are spawned The alternatives which satisfy all the
constraints are then stored, and the alternatives which
still violate constraints are passed on to the next itera-
tion RDs whose removal led to successful alternatives
are not considered in later iterations because the removal
ofthese RDs from the currently unsuccessful alternatives
will lead only to Bets of RDs that are subsumed by the
currently successful alternatives These subsumed sets
of RDs are superfluous since they yield a lower objective
function than the currently successful sets of RDs

Table 6 contains some of the sets of RDs which are
generated when this policy is applied to the last two sets
of RDs in Table 5 These reduced sets of RDs satisfy a]]
the constraints while yielding objective functions whose
values are lower than before

4 3 Relaxing the single-discourse
requirement

When a set of RDs can be presented in several stages,
the system must decide which RDe can be conveniently
presented together in one chunk, and also in which or-
der the different chunks of RDs should be presented The
objective of this procedure is to separate a given set of
propositions into chunks, such that when the sets of RDs
which convey these chunks are presented in sequence,
they convey all the intended propositions Two factors
that affect the coherence of a sequence of sets of RDs are
(1) intra-connectivity, which measures the type and num-
ber of discourse relations that link the RDs within each
set, and (2) inter-connectivity, which measures the rela-
tions between RDs that are mentioned in different sets of
RDs in this sequence The higher the intra-connectivity
and the lower the inter-connectivity of a set of RDs, the
more suitable this set of RDs is for being presented sep-
arately

The procedure outlined below splits the propositions
to be conveyed into chunks, and generates a partial or-
dering of the sets of RDs that convey these chunks It
receives as input a list of propositions to be conveyed
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{p}, and the aspect of esch proposition {a}

Procedure Genergle- RD-chunks({p} {a})

1 Beparate the propositions to be conveyed slong their
aspects (Given n aspects {a,, ,a,}, this step
yields n sets of propositions?

2 Build all the i-tuples of the aspects, where 1 =
1! ,l'l—l {ﬂly ,ﬂﬂ,(ﬂl,ﬂj), l(an-luah)| )
(az,a3, ,@n)} Generate & chunk of propositions
that corresponds to each i-tuple of aspects, and
then generate all the posesible supersets of chunks
of proposmtions, so that each superset containa all
the intended propositions, and each proposition ap-
pears only once 1o each superset

3 Apply the procedure described 1n Section 4 1 (with-
oul relaxing the problem requirements) to gener-
ate an optimal set of RDs thal conveys each chunk
of propoeitions (1ncluding referring expressions and
sels of RDs Lhat convey prerequisite propositions)
Remove the sets of RDe which violate any con-
st.ar]amts or whose objective function has a negative
value

4 Generate supersets composed of these sets of RDs,
s0 that each superset of sets of RDe conveye one
superset of chunks of propositions

5 Compute the combined score for the connectivity of
each superset S of sets of RDs as follows

Inirg connectinaty({RD'})-

(RD }Esfniﬂr._ connechivity({ RD'})

o) =

If the nter connectivity of a set of RDs 15 greater
than zero, then note 1ts relations to the other sets
of RDs 1n 1te euperset These relations are nged to
order the presentation of the different sets

6 Select Lhe Buperset S,,.; of sets of RDs with the
highest value for C(5)

For example, for three aspects, the :-tuples are {a;,
a2, a3, (gy,a62), (a1,83), (az,as)}, and the chunks of
proposnl;lons are {[Pa,]. [pl‘l:]r I.Pda]! [Pa; lp":l]l [pﬂllpﬂa]’
[Pess Pas]}  The supersets of the chunke of propos:-
tiona are {[Pvﬂr]r Ipc: lpﬂl].}' {[pd:.L [pﬂupﬂa]} md ”Pﬁs]!
(PaysPa;]}. where each chunk 16 to be conveyed sepa-
rately from the other chunk 1n 1ts superset For instance,
the optimal set of RDs that conveys the propositions in
[PaysPas) and the optimal set of RDs that conveys the
propositions 1n [p,,] are generated and put in & super
set Finally, in order to compute the connectivity of the
superset that conveys {[pa,], [Pa,, Pas]}, the score of the
optimal set of RDs that conveys [pa,,Pa,] 15 added to
the score of the optimal set of RDs that conveys [p,,] If
there 18 an inference from an RD that conveys a propo-
81100 10 [p,, , Pa,) to 8 propoaition 1n [p,,] or vice versa,

*We assume (hat the propomtions related io a mngle as-
pect are always conveyed together The viclation of this
assnmption would lead to undemrable discourse where the
sieps of & procedure or the parts of an object are conveyed
m separate sets of RDa In this cane, the organisation of the
underlying knowledge base must be modified



1 [The atomic mass of a nucleus is the number of

neutrons plus protons in it ]

A nucleus with a low binding energy is unstable

3 [A nucleus with a huge atomic mass is also
unstable, e g , U235]

4 An unstable nucleus is easily split An easily split
nucleus is fissionable fuel,

5 which is used in fission reactors

Table 7 Sample discourse for an average student
with/without boredom due to length

N

this inference is noted, so that the discourse relation be-
tween the RDs that convey these propositions can be
expressed in the discourse, and the two sets of RDs can
be ordered

5 Results

The system was run on several inputs with both poli-
cies for dealing with constraint violations It generates
introductory discourse in technical areas such as nuclear
fission, chemistry and biology The following observa
tions were made based on the system's output for the
‘convey less information' relaxation policy

When the boredom constraints are turned off there
is no penalty for excessive length or unnecessary RDs,
hence the generated texts contain several examples to
ensure that the material is conveyed (top of Table 1)
Overload affects the system's output only if a shift in
belief that is too large for the more probable user models
is required

When boredom due to length is activated, RDs that
convey propositions of lower significance tend to be omit-
ted first For instance, in Table 7, Sentence 3 is removed
since its significance is low, and Sentence 1 is then re-
moved since atomic mass is defined only because of its
use in Sentence 3 |If a proposition with a higher signifi-
cance requires many RDs, then these RDs become good
candidates for omission

When both types of boredom constraints are acti-
vated, if the probabilities of the user models are evenly
distributed around the target model, the only way to sat-
isfy both sets of constraints is to convey very little infor-
mation, yielding an objective function with a low value
In this case, following accepted teaching practices, the
system relaxes the unnecessary-RDs constraints, giving
a higher priority to the requirements of the weaker user
models

When the 'break-up the material relaxation policy is
used, the discourse becomes longer since some informa-
tion is repeated in order to link the different sets of RDs

6 Conclusion

We have offered a content planning system which takes
into account a speaker's uncertainty regarding the user
model to which an addressee belongs, and considers two
possible outcomes of generating discourse aimed at a
user model that does not fit the addressee boredom
and overload Our system applies a constraint-based op-
timization mechanism which uses a probabilistic func-
tion of a user's beliefs as its objective function, and a

representation of boredom and overload as constraints
that affect the possible values of this function Further,
we have discussed two orthogonal policies for relaxing
the parameters of the communication process when con-
straints are violated, viz relaxing the communicative goal
and relaxing the single-discourse requirement

Since the purpose of this research is to investigate the
effect of the above mentioned factors on discourse, op-
timal algorithms which perform exhaustive enumeration
were devised Using these algorithms, our system takes
30-60 seconds of CPU time on a SPARCstation2 to gen-
erate English text with 15-20 RDs Since these times are
not acceptable for an interactive system, next we intend
to compare the performance of these algorithms with
that of sub-optimal but more time-efficient algorithms
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