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Abstract

A computer vision approach based on skeletonization
and hierarchical description of speech patterns is proposed.
Learniug hierarchical descriptions of phonetic events is
discussed. Experimental results arc reported showing the
power of the approach in the recognition of dipthongs in
connected letters and digits.

1. Introduction

Most of the popular techniques used today for
Automatic Speech Recogniton (ASR) are based on
comparisions between prototypes and speech data [1].
When the recognition task involves simple vocabularies,
word prototypes are used. For complicated tasks, syllabic
prototypes or centisecond prototypes arc used2]. In the
latter case, a comparision between data and prototypes
allows one to assign a label to segments of speech having
fixed duration. The label of a speech segment is one of
the prototype that best matches that segment. Matching
is usually context-free.

Whether knowledge about speech analysis, synthesis
and perception should be taken into account or not in
ASR is still the object of discussions among the
researchers in the field.  Automatic recogniton of
connectedly spoken letters and of large vocabularies is still
an unsolved problem.

As an attempt to solve this problem, a system of
plans for extracting and using acoustic properties has been
proposed and a general framework for its implementation
has been described [3].

The system allows to segment continuous speech into
pseudo-syllabic segments. Each segment is not necessarily
a syllable, but an acoustic unit to be described. Some
portions of this unit can act as contextual constraints for
the description of other portions.

The purpose of this paper is that of introducing a
novel approach for the description of acoustic segments
characterized by spectral lines.

A skeletonization algorithm is applied to digital
spectrograms. A variable number of lines with different
durations inside an acoustic segment are thus obtained
avoiding the emors and the difficulties of tracking
formants. A pattern of spectral lines is represented by a
hierarchical description.

For the application described in this paper there arc
only four levels in the hierarchy taxonomy but the levels

as well as the relations at each level can be expanded in
order to make the taxonomy reliable enough for a given
recognition task.

Experimental results on the characterization of
dipthongs in connected digits and letters are discusscsd.

2. A Taxonomy for Spectral Lines

Spectral lines are extracted with a skeletonization
algorithm from the timc-frequency-cnergy patterns obtained
by considering the 04 kHz portions of spectra computed
with the Fast Fourier Transform (FFT) algorithm applied
to the precmphasized speech signal. A hierarchical
description of spectral lines is then obtained.

The time-frequency-energy pattern for a given
pseudo-syllabic segment is processed by a skeletonization
algorithm whose details are given in [4].

2.1 The description hierarchy for spectral lines.

The description hierarchy for spectral lines is based
on acoustic properties that are known or are expected to
be perceptually significant.

The hierarchy follows an open taxonomy that can be
expanded to incorporate new items and new classes.

At level-0 of the taxonomy spectral lines are

described by vectors V. of ftriplets (t., f,, €e.)
] jitogit it
G =1.J;,i=1.., L) where t. is a time reference in
J Ji
centiseconds. fi. is a frequency value in Hs and e.. is an
Ji Ji

energy value in dB.

At level-1 spectral lines are described by morphology
symbols x, € LI and a sequence of attributes, consisting
of time and frequency values. ¥l is an alphabet obtained
by concatenating two symbols belonging to alphabets Ela
and £1b. Xia describes temporal events and is defined as
follows:

Yl1a : |Aiascendent, H:horizontal, D.dcscendent j

£1b gives a rough indication of the frequency location of
the mid-point of the line:

X1b : {LO:low, LAlow-avcrage, A:avcrage,
All:avcragc-high, lil:high, VH:very-high|
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Notice that level-1 descriptiona contain pointers that
allows one to cxactly pick-up the triplets of values at the
level-0 destiption.

Level-2 descriptions refer to local temporal relations of
level-] desceriptions  represceting  linca that are close in
frequency.  They are of the following Lype:

b * mm {'vml’ Yind)

m m2

where .'.'Rm in a relation symbol, yml and ,m2 are line
dencriplions like a.k.
mm symbols belopg to an alphabet L2 whose elemenis

are defined in Table 1,

Table I
Symbol Deserlipiion Dofinltlon
llj'],ygl L Pmcbuden y _'_"_y?-vl
- — T
Lty ¥, ¥ tmclwdes wy bhe left y _L_._V]
1’2 1 4 v 2 b
dy ¥, ! ¥ imluskes oo the right ¥ ———Ty
12 1 4 2
Tty I..v__l N follows ¥, N em—— V1
l'“lyi,_\‘_,] ¥, follows down ¥, -z W
T WS U N
l[[.\'lh‘ru) ¥, fullows ug ¥y __v_-___y]——-“.)
LL clusters In low leequene) Tange
S0 B cisters in tiedlum requenry rapge
L1185 H clgsters i high freyueney range
Level-3  deseriplions capture  jmpertant  frequency
relations in & broad frcouency range of bevel-l and lovel-2

descriptions,  They are of the type:
('n - Qu{"iul' {'n2)

where Z" and Zn2 can be devel-1 or fevel-2 descriptions.

!
Qn symbols belong te an alphabet 13 that contains,

at the moment, three symbols.

b 34 I {I!I":thc back feature, CF:the ccnoéral feature,
and FI:the Trond fcaturc}

In  this way, speciral norphologics relevent  for
compuier  pereeption are extracted and described through
subsequent levels of abirrction without loowing delail of
the original speetra. Fig. | shows an oxample of the
description oblained for the dipthong fmif in [fk/.

3. Hypoiheals
Descriptions

Geneorptlon Using Hierarchieal

Expressions of predicates whose arguments are
elements of hierarchical descriptions arc used as
preconditions for actions of various types. Some actions
consider, for example, the concatenation of spectral lines
through a low energy transition with possible gaps as in
the case of /ju/ as represented in Fig. 2. Here the
detection of an FF followed by a BF is a precondition for
searching the above mentioned low energy transition which
is circled in Fig. 2. Once descriptions at all levels have

been obtained, then specific parameters relating elements
of different descriptions can also be extracted and a-priori
probabilities of them can be collected.

The entire descriptor can be seen as an expert
system that contains a set of operators. Operators are
clustered and clusters are ordered so that there will be a
cluster of operators for each level of descriptions. Possible
chains of operators are specified by the Expert System
Knowledge. The specific chain of operators that is
applied on a given pattern depends on the matching
between Knowledge and data.

Vector Quantization (VQ) can be considered as one
of the operators making this system more general than the
ones junt based on VQ.

Part of the Expert's Knowledge is used for hypothesis
generation and may contain a-priori probabilities.

Let (k) be the hierarchical description of the k-th
syllabic segment.  Hypothesis H(k) are generated by
matching ®(k) with the system knowledge.

Il(k) may contain ambigous hypotheses. For example,
a vowel can be identified as a front vowel, but a doubt
may remain whether the vowel is /i/ or /e/. Hypotheses
are linked with the descriptions that generated them and
a summary about hypotheses and descriptions is kept.

As Kk increases, the summary is updated and
consistencies are evaluated and used for pruning ambigous
hypotheses.

For example it is well known that spectral lines are
related to formant frequencies and that formant
frequencies of vowels are among the acoustic properties
mostly affected by speaker variability. In the case of
connected pronounciations of letters, it is difficult to
distinguish between /i/ and /e/ until a dipthong /aci/ is
hypothesized. At this point, the system control knows
better what are the differences between /e/ and /il for a
particular speaker and can put this knowledge into the
summary and use it for disambiguating hypotheses already
considered. The knowledge written into the summary
about a speaker or its mood remains in the summary
frame until new evidence makes it change.

The idea of using a summary frame for checking
consistencies has been applied to the simple example that
will be described in Section 4. It appears to be promising
especially because relaxation methods are applicable inside
the summary frame thus allowing to check consistencies
among acoustic data of the same speaker collected in a
short period of time.

Maintaining in time the belief contained into the
summary frame is not an easy task because it is difficult
to establish when a belief has to be conaidered obsolete.
It is certainly worth keeping into the summary frame
acoustic information collected in a frame during the
pronunciation of a sentence.

A system for inductive leaming of discriminent
descriptions involving acoustic properties of phonetic events
has been developed [5]. This system is based on principles
presented in [6] and can be adapted to the case of
heirarchical descriptions.



4, Experlmental Resulis and Coneluslons

The experiment reported in this seclion refers to the
use of hierarchical descriplions for improving the
recognition  acturacy of  connecltedly spoken  letters
belonging to the #o0 called El pet defined below:

El {E.G ,P,a,v.l(.c,B,T,D].

From previous experiments reporbed in [3), the confusion
beiween /k/ and  the other clements of the seb is
rcsponsible for more than 10% of the overall error rate.
As Jfkf is the only letter containing a dipthong, it is
expected that the detection of the dipthong /fmif will
improve the recognition of the Ef wot.

For this purposc samples from 5 anglophone speakers
were selecied (3 male and 2 lemale); each one pronounced
20 wequences of five Icliere cach.

Knowledge for the /mi/ of /k/ contains an FI* with
a descendent line or 3 follows-down feature om the firsi
element of ihe relation and an  ascendert line or a
Joliow-up feature on the second element. ¥or the other
Ietbers, the fif vowcl was characterised by the FF Feature
without the follows-dowr or descendent feature considered
for jf=if.

The results shown in Table II allows to reduce o
zero the errors involving the letter fk/.

Table 1T
Features
bpenkeru Letter | FD FF AFL/x/ AF1l/1f AFa
Wl FiYs 100% | 100 | 425-450 | 325-346 | L0E0-2250
othern 0] 100% | - ME-626 | 3125-2376
we i 100% | 10075 | 475-5%6 | 350-376 | 2125-2250
ot herr Of L00%hH | meee 425.526 | 2176-2350
wa I/ 100% | 100%5 | E75-480 | 300-325 | 1800-2200
ot hors 01007 | -enen 800-500 | 2100-2350
w4 FiY) L00Y% | 1004, | 65T8-B50 | X25-350 | ¥026-2300
othare 0| 100%h | ~eeee 855-610 |2100-2336 !
wh FLY) 100% | 100%: |478-535 |275-300 |2175-2400
ot hars OLo0YE | - 326-850 |2300.2475

The sirong evidence of follow-down feature and 100%
presence of KB In letéer /k/ allowe to distinguish the
dipthong /®i/ and to uwpambigously recognize the letter
/k/. Table I shows alse the frequency intervals in which
speciral lines of o/ and /if invelved in the FF relation
were  detected.  As  these  inbervals  overlap, it appears
doubiful (bat context-free recognition algorithm can  be
efficicnt in a maulti-speaker deSection of the dipthong /mi/f
sy oppused o the vowel fif.

Pronounciations of connected dipthongs in {1,I.U,0,5}

pronounced connccled were analysed,  Scotences from &
male and § female speakers were considered.
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Temporal relations involving disjunctions of
conjunctions of descriptions were infered. Theve relstions
allowed Lo correcily wegment and unambiously characterize
more than 00% of the data. Work ir in progross for
ditambiguating the mont difficult data and for analysing
more speakers.

The  results  obtained show  that  heirarchicai
descriptions  are  powerful ieols for detecting and
recogniving dipthooge as opposed to single vowels. The
research  will  conlinue towards the pgoal of the
multi-speaker recognition of corunectedly spoken letters and
numbcra.
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FF: (FDN(B,9), FUP(A,C))

Fig 1. Specirogram Skeleten of /mi/ in Jk/,
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Fig 2. Example of Concalenation of Spectral lines.



