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ABSTRACT 

The design and prototype implementation of 
a deduct ive processor f o r e f f i c i e n t ex t rac t ion of 
i m p l i c i t in format ion from e x p l i c i t data stored 
w i t h i n a r e l a t i o n a l data-base system is descr ibed. 
General statements (premises or inference ru les ) 
as wel l as queries are expressed in a canonical 
form as imp l i ca t i ons . From user quer ies , the 
system constructs ske le ta l de r i va t ions (proof 
plans) through the use of a predicate connection 
graph, a pre-computed net s t ruc tu re represent ing 
possible deductive i n te rac t i ons among the general 
statements. The system incorporates techniques 
f o r rap id se lec t ion of small sets of re levant 
premises (by proof p lann ing) ; development and 
e labora t ion of proof p lans; proof plan v e r i f i c a ­
t i o n ; use of proof plans as a basis f o r deter ­
mining data-base access s t r a t e g i e s ; and i n s t a n t i a ­
t i o n o f plans ( i . e . , tu rn ing proof plans in to 
proofs) w i th re t r i eved data-base values. Examples 
of the cur rent c a p a b i l i t y of the system are 
i l l u s t r a t e d . 

INTRODUCTION 

The deductive processor (DP) described in 
t h i s paper has been designed to i n te r face w i th 
e x i s t i n g and emerging r e l a t i o n a l data management 
systems (RDMSs). Given t h i s o r i e n t a t i o n , we have 
made a sharp d i s t i n c t i o n between spec i f i c f ac t s 
(n - tup les ) which res ide in an ROMS data base and 
general statements (rule-based knowledge or 
premises) tha t are d i r e c t l y accessib le to the DP. 
Since the number of general statements t ha t may be 
requi red f o r a p r a c t i c a l app l i ca t i on is l i k e l y to 
be large (perhaps hundreds to thousands of 
premises), p a r t i c u l a r a t t e n t i o n has been paid to 
the development of techniques f o r the rap id 
se lec t ion of r e l a t i v e l y small sets of premises 
re levant to answering a user 's s p e c i f i c request. 
Premise-select ion techniques are au tomat ica l l y 
invoked when deduct ive support is necessary to 
respond to a user 's request ; o therwise , queries 
" f a l l through" the DP and d i r e c t l y d r i ve the RDMS. 

This "deduct ive inference by except ion" 
p r i n c i p l e suggests tha t the DP be viewed as an add-
on or enhancement to e x i s t i n g data-base searching 
c a p a b i l i t i e s 4 Such an enhancement can r esu l t 
in a major increase in the power of a data manage­
ment system by prov id ing a means f o r ex t rac t i ng 
and de r i v ing i m p l i c i t in format ion from data bases 
of e x p l i c i t f a c t s . Fur ther , as we sha l l see, the 
DP can a id a user in eva luat ing the u t i l i t y and/or 
p l a u s i b i l i t y of an i n f e r e n t i a l l y obtained answer 
by d isp lay ing the evidence on which the answer is 
based. 

We b r i e f l y review some of the re levant work in 

the f i e l d o f deductive question answering, o u t l i n e 
our approach, describe the several components of 
our prototype DP, and i l l u s t r a t e by means of two 
examples the current operat ion of the system. 

APPROACH 

Previous approaches to adding deductive capa­
b i l i t i e s to data management have occurred p r i m a r i l y 
in the development of question-answering systems 
(Simmons14* '5 reviews many of these) . The primary 
aeductive methods tha t have been used are se t -
inc lus ion l o g i c , e . g . , CONVERSE3 and SYNTHEX11: 
techniques based on the " r e s o l u t i o n " pr inc ip le '10, 
e . g . , QA32 and MRPfJ^; procedura l -or iented deduc­
t i o n , e . g . , SHRDLU18; 
cha in ing , e . g . , MYCIN 

and goa l -or ien ted backward 

The primary d i f fe rence between these systems 
and our DP is in our use of p lanning. Our system 
creates deduction plans to guide the generat ion of 
f u l l deduct ions. We bel ieve such planning to be 
essent ia l f o r c u t t i n g through the massive number 
of dead ends and i r r e l e v a n t inferences which have 
impaired the performance of e a r l i e r systems. 
Planning becomes even more important f o r systems 
invo lv ing large numbers of premises. Select ion of 
a manageably small set of poss ib ly re levant 
premises can be based on such p lanning. 

To t h i s end we have designed and implemented 
a deductive processor tha t f i r s t bu i lds de r i va ­
t i o n skeletons which represent possib le deduction 
plans. Once such plans are generated, the system 
w i l l attempt to i n s t a n t i a t e and v e r i f y the plans 
(examine subs t i t u t i ons f o r var iab les in premises). 
We have thus separated the premise-select ion 
process from the process of v e r i f y i n g the cons is­
tency o f va r iab le s u b s t i t u t i o n s . 

The generat ion of de r i va t i on (proof) plans is 
centered around middle-term cha in ing^ . This process 
f inds imp l i ca t i on chains from assumptions to goals 
through the premises. Middle-term chaining combines 
the processes of forward chaining from the assump­
t ions in a query and backward chaining from the 
goals in a query. ( In the case of no query 
assumptions, middle-term chaining de fau l t s to back­
ward cha in ing . ) As chaining proceeds in the two 
d i r e c t i o n s , i n te rsec t ions are performed on the 
derived se ts . When a non-empty i n te rsec t i on occurs, 
the system has found an imp l i ca t ion chain from 
an assumption to a goa l . The r e s u l t i n g chain is 
passed on to the proof plan generator , which 
ex t rac ts the premises whose occurrences are involved 
in the cha in . Subproblems may r e s u l t , r equ i r i ng 
f u r t he r deduction or data-base search. The 
examples presented below w i l l i l l u s t r a t e these 
processes. 
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The chaining process does not operate on the 
premises themselves but on a net s t ruc tu re ca l l ed 
t n e predicate connection graph (PCG). This graph 
is abstracted from the premises. When a premise 
is introduced i n to the system, the imp l i ca t i on 
connections e x i s t i n g among the predicate occur­
rences in the premise are encoded in to the PCG. 
Fur ther , the deductive i n te rac t i ons ( i . e . , u n i f i c a ­
t ions10) between predicate occurrences in the new 
premise and predicate occurrences in e x i s t i n g 
premises are pre-computed and encoded i n to the PCG. 
The va r iab le subs t i t u t i ons requi red to e f f e c t the 
u n i f i c a t i o n s are stored elsewhere, f o r l a t t e r use 
by the proof plan v e r i f i e r . Thus, the PCG contains 
in format ion on the imp l i ca t ions w i t h i n premises and 
the deductive i n te rac t i ons among the premises. 
During the generat ion of middle-term chains and 
proof p lans, the system is aware of the existence 
of u n i f i c a t i o n s among the premises, but it does 
not need to generate the u n i f i c a t i o n s nor does it 
need to examine and combine the va r iab le s u b s t i t u ­
t ions associated w i th the i n t e r a c t i n g u n i f i c a t i o n s . 
The former is done by a pre-processor, whi le the 
l a t t e r is done by the v e r i f i e r a f t e r proof p lan­
n ing. 

Although some connection graphs used in 
theorem-proving systems also contain in format ion 
on the u n i f i c a t i o n s among general asser t ions 
( reso lu t i on clauses in these systems), they are 
not used as a planning too l as is the PCG. The 
PCG most resembles S i cke l ' s clause interconnec-
t i v i t y graph"!3 in tha t both graphs represent the 
i n i t i a l deductive search space and are not changed 
in the course of cons t ruc t ing deduct ions. Other 
graph p rocedu res ' ' ' ^ i nvo l ve adding nodes to graphs 
as deductions are formed. More d e t a i l on the PCG 
is given in Klahr^. 

REPRESENTATION OF INFORMATION 

The basic representat ion f o r general asser­
t i ons (premises) is the p r i m i t i v e c o n d i t i o n a l ' ? . 
This form is a normalized f i r s t - o r d e r p red ica te-
calculus imp l i ca t i on statement. The antecedent of 
the imp l i ca t i on contains the assumptions (con­
d i t i o n s ) of the asse r t i on ; the consequent contains 
the goals of the asse r t i on . Conjunct ions, d i s ­
j u n c t i o n s , and negations can occur on e i t h e r side 
of the i m p l i c a t i o n . Each assumption and goal is a 
predicate occurrence cons is t ing of a predicate 
( r e l a t i o n ) and i t s argument terms ( i . e . , v a r i a b l e s , 
constants , o r f u n c t i o n s ) . 

The p r i m i t i v e cond i t iona l was chosen because 
general asser t ions are usual ly formulated in the 
form of " i f . . . . t h e n . . . " imp l i ca t i ons . Users can 
eas i l y express and understand general asser t ions 
in t h i s form and can eas i l y cont ro l and understand 
proofs invo lv ing them. Fur ther , t h i s form 
f a c i l i t a t e s system discovery of deductive imp l i ca ­
t i o n chains. 

Var iables and constants occurr ing in premises 
and queries may be categor ized i n to spec i f i c domain 
c lasses. For example, a va r iab le "x" might be 
spec i f ied as being a LABORATORY and the constant 
"Joe" as being a SCIENTIST. In at tempt ing to 
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match argument s t r i ngs i nvo l v ing these terms, the 
system w i l l not a l low the s u b s t i t u t i o n of Joe f o r 
x because they belong to d i f f e r e n t domains. The 
use of such semantic in format ion e l iminates cer­
t a i n deduct ive i n te rac t i ons among the premises and 
thus reduces the search space of possib le 
deductions 5 » 8 . 

Semantic in format ion in the form of user-
suppl ied advice can also be given to the system. 
Advice most t y p i c a l l y involves recommendations on 
the use of p a r t i c u l a r premises or predicates in 
f i n d i n g deduct ions. For advised premises, the 
system w i l l t r y using them whenever possib le in 
the course of cons t ruc t ing a proof . For advised 
p red ica tes , the system w i l l t r y chaining through 
occurrences of them ( in premises). In the case of 
negat ive adv ice , spec i f ied premises and predicates 
are avoided in proofs . 

Advice may be given f o r a p a r t i c u l a r input 
query or stored in a permanent advice f i l e which 
the system accesses f o r each query. Advice s t a t e ­
ments are in the form of condition-recommendation 
ru les s i m i l a r to the meta-rules used in MYCIN'. 
The condi t ions contain in format ion about p red ica tes , 
constants , and domain classes tha t may occur in 
query assumptions and goals. The cond i t ions are 
matched against the input query and, i f they are 
s a t i s f i e d , the associated recommendations about the 
use of ce r t a i n premises and predicates are ac t i va ted . 
I n t e r n a l l y , advice is transformed in to premise and 
predicate a l e r t l i s t s (as wel l as negative a l e r t 
l i s t s f o r negative adv ice ) , which are accessed in 
the chaining and proof -p lanning processes. 

In add i t ion to the informat ion used by the 
deductive processor, there is also a f i l e of 
spec i f i c fac ts used by a data management system. 
This l a t t e r system searches f o r and re t r i eves 
s p e c i f i c fac ts needed to resolve subproblems r e s u l t ­
ing from premises. For our experiments w i th the 
prototype deductive processor, we have w r i t t e n a 
small LISP r e l a t i o n a l data-base management system. 
Facts are stored r e l a t i o n a l l y as n- tuples associa­
ted w i th a pred icate ( r e l a t i o n ) name. When a 
p a r t i c u l a r predicate occurrence becomes a sub-
problem, the system has three a l t e r n a t i v e methods 
f o r reso lv ing i t ; the decis ion is based on how the 
user def ined the various predicates known to the 
system. I f a predicate is def ined computat ional ly 
by a procedure, the procedure is executed to 
determine the p red ica te ' s t r u t h va lue. I f a 
predicate is spec i f i ed by the user as def ined 
p r i m a r i l y by i t s data-base va lues, the unresolved 
predicate is l e f t f o r data-base search. Otherwise, 
an unresolved predicate occurrence is given f u r t h e r 
deduct ive support through the premises. (Such 
predicate c l a s s i f i c a t i o n i s cu r ren t l y mutual ly 
exc lus ive but need not be. An a l t e r n a t i v e cont ro l 
s t ruc tu re could t r y several methods f o r reso lv ing 
each subgoal.) The examples below w i l l show the 
i n te r face between the deductive processor and the 
data management system, as wel l as examples of 
procedura l ly def ined pred icates . 
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Figure 1. Deductive Processor Components 

SYSTEM COMPONENTS 
Figure 1 displays the various components of 

the deductive processor as well as i t s position 
in a deductive data management system. The 
language processor is currently not a part of our 
i n i t i a l prototype environment but w i l l be incor­
porated at a later date. The control processor 
shown in Figure 1 currently accepts premises and 
queries in primit ive conditional form as well as 
user advice and commands. It accesses and coordi­
nates the several system components described below. 

Array In i t i a l i za t i on and Maintenance 

Information abstracted from the premises is 
segmented into seven internal arrays. This segmen­
tat ion contributes to good system structuring and 
increases processing eff ic iency. Each predicate 
occurrence is assigned a unique integer index. In­
formation about a part icular predicate occurrence 
is obtained from the array containing the kind of 
information needed by indexing into the array with 
the integer associated with the occurrence. The 
seven arrays are: 

Premise Array: Each entry represents a 
premise and contains a l i s t of the occurrences ( i . e . , 
occurrence indices) in the premise, the p laus ib i l i t y 
of the premise, and the premise i t s e l f , both 
symbolic (pr imit ive conditional form) and English, 
for purposes of display. 

Predicate Array: This array contains the 
relations known to the system. Associated with 
each relat ion is i t s support indicator, i . e . , the 
method used to resolve the relat ion when it occurs 
as a subgoal (deduce, search data base, compute). 

Predicate Occurrence Array: Each entry 
represents a predicate occurrence and contains 
the following information about the occurrence: 
i t s predicate name (index into predicate array), the 
premise in which it occurs (index into premise 
array), the sign of the occurrence (posit ive or 
negative), whether the occurrence is in an ante­
cedent or consequent of a primit ive condit ional, 
the main connective governing the occurrence ( i . e . , 
conjunction or disjunction), and the numerical 
position of the occurrence within the premise. 
The information is compactly stored in a single 
one-word b i t vector. 

Arguments Array: The argument strings of the 
predicate occurrences are stored in th is array 
in a one-to-one correspondence to the positions 
of the occurrences in the predicate occurrence 
array. 

Links Array: Deductive dependencies within 
premises are stored in this array. Basically, 
these dependencies derive from implication connec­
tions among predicate occurrences within premises 
(Klahr5). This array is also indexed by occurrence 
integers. For each occurrence, a l i s t of the 
occurrences it implies is stored in the entry 
corresponding to the occurrence's index. 

Unifications Array: Each entry contains a 
l i s t of the unifications (deductive interactions) 
associated with the given occurrence. The u n i f i ­
cations array and the l inks array comprise the 
predicate connection graph. 

Variable-Substitutions Array: The substitution 
l i s t s association with unifications are stored in 

Knowledge R e p r . - l : Ke l l ogge 
205 



a one-to-one correspondence to the position of the 
unif ications in the unif ications array. 

Middle-Term Chain Generator 

Each input query is broken down (based on the 
logical connectives in the query) into sets of 
assumptions (from query antecedents) and goals 
(from query consequents). The predicate connec­
t ion graph is used to f ind deductive implication 
chains between assumptions and goals. "Wave 
fronts" are expanded out of assumptions and out of 
goals unt i l an intersection is found, at which 
point the middle-term chain is ident i f ied and 
extracted. 

Proof Plan Generator 

For each middle-term chain generated, the 
system extracts the premises whose occurrences are 
part of the chain. Any subgoals result ing from 
the premises are set up as requiring deductive 
support through the premises, data-base search, or 
procedural computation. Subgoals are added to a 
proof proposal t ree, which contains proof plans 
as they are being formed and developed. Proof 
plans having no remaining deduce subgoals are then 
passed on to the ve r i f i e r . 

Proof Plan Ver i f ier 

The variable substitutions required by the 
unif ications in a proof plan are examined for con­
sistency. If there are no clashes, i . e . , no 
variable taking on more than one d is t inc t constant 
value, then ver i f icat ion is successful. If there 
are any remaining subgoals requiring data-base 
support, the data management system is called to 
search the f i l e of specific facts. 

Display Processor 

The user has a wide variety of display options 
available to monitor the operation of the deductive 
system. In part icular , he can examine middle-
term chains generated, proof plans formed, subgoals, 
proof plan ver i f i ca t ion , data-base search requests, 
data-base values returned, answers, completed 
proofs, and premises used in proofs. 

COMPUTER EXAMPLES 

In Figures 2 and 3 we i l l us t ra te examples of 
the current operation of our i n i t i a l DP prototype 
interfaced to a small RDMS. (Both DP and RDMS are 
written in LISP 1.5 and operate on an IBM 370/158 
computer.) 

In the f i r s t example, we i l l us t ra te the 
generation of short inference and search/compute 
plans for the question, "What ships are closer to 
the Kittyhawk's home port than the Kittyhawk is?" 
The query is f i r s t shown in English and then in the 
primit ive conditional symbolic form that our 
prototype currently recognizes. The query is 
expressed in terms of a conjunctive goal composed 
of the predicates CLOSER-THAN and HOME-PORT. 
Constants (e .g . , Kittyhawk) are specified by being 
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enclosed in parentheses, while variables (e .g . , x 
and y) are not. One of the query goals (HOME-PORT) 
is to be given data-base support, i . e . , it has 
been characterized as defined by data-base values, 
while the other goal (CLOSER-THAN) is to be 
deduced. Since the antecedent in the query is 
empty, middle-term chaining defaults to backward 
chaining. The system back-chains from CLOSER-THAN 
through premise 29. The p laus ib i l i t y (similar to 
certainty factors in MYCIN16) of the plan in th is 
case is simply the p laus ib i l i t y of the single 
premise used. Premise p laus ib i l i t ies range from 
1 to 99 and are set by the user. 

Two new search requests ( in addition to HOME-
PORT) result from premise 29, as well as a compute 
relat ion containing functional arguments. Computa­
tions for the functions and the relat ion are 
delayed unt i l values for the variables x and y 
have been found in the data base ( i . e . , values 
which satisfy the search requests). 

The system sends the three search requests to 
the RDMS, which finds two ships, the Forrestal and 
the Gridley, that are closer to the Kittyhawk's 
home port (San Diego) than the Kittyhawk i s . The 
system then displays the proof that led to the 
f i r s t answer (the Forrestal). A proof using the 
other answer would be identical to th is one except 
that Gridley would replace Forrestal in the proof, 
and the distance between the Gridley and San Diego 
would replace 310 (the distance between the 
Forrestal and San Diego). The symbols G2, G3, e tc . , 
represent nodes in the proof proposal tree and are 
used here for reference. G2 and G3 represent the 
original goals as also shown in the inference plan. 
G5, G6, and G7 are subgoals that resulted from 
premise 29, which was used to deduce G2. Thus, 
these three subgoals are indented below G2. 

The middle-term-chaining and proof-planning 
processes are more evident in the example in 
Figure 3. The input query contains two assumptions 
(DAMAGED and DESTINATION) and one goal (TRANSPORT). 
Taurus and NY are constants; Cargo and x are 
variables. The query asks the system to f ind values 
for x that sat isfy the query. The variable x is 
restr icted to range over ships. (This is an example 
of a domain class specif ication for a variable. 
Such domain specifications could also have been 
used in the previous example.) In the course of 
developing deductions, the system w i l l not allow 
values to be substituted for x that belong to 
domain classes other than ships. 

The inference plan shown in Figure 3 has a l ­
ready been ver i f ied . To see the planning 
mechanism more c lear ly , we w i l l refer to Figure 4. 
The f i r s t middle-term chain generated connects the 
DESTINATION assumption to the TRANSPORT goal via 
premise 23. This is shown by the unif ications u 
and u2 in Figure 4. The predicate occurrences 
involving the relations AVAILABLE and OFFLOAD 
become subproblems. The former is to be given 
data-base support; the la t te r is deduced by a 
middle-term chain from the DAMAGED assumption 
through premises 7 and 15. The chain is shown in 
Figure 4 by the unif ications u 3 ,u 4 , and U5-. The 
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•WHAT SHIPS ARE CLOSER TO THE KITTVHAWK'S HOME PORT 
•THAN THE KITTYHAWK IS? 

QUERY ( (OIMP<AND(CLOSER-THAN X (KITTYHAWK) Y) 
(HOME-PORT (KITTYHAWK) Y ) ) ) ) 

INFERENCE PLAN: 
DEDUCE G2 *CLOSER-THAN X KITTYHAWK Y 
SEARCH G3 •HOME-PORT KITTYHAWK Y 

PREMISES USED: ( 2 9 ) PLAN P L A U S I B I L I T Y : 99 
SEARCH/COMPUTE PLAN: 

SEARCH •SHIPS KITTYHAWK 
SEARCH •SHIPS X 
SEARCH •HOME-PORT KITTYHAWK Y 
COMPUTE *GREATER-THAN (DISTANCE-BETWEEN KITTYHAWK Y) ( 

DISTANCE-BETWEEN X Y) 
ENTERING DATA BASE 
DATA-BASE SEARCH SUCCESSFUL 

ANSWER SUMMARY — 
VARIABLES: 
(X Y) 
ANSWERS: 
(FORRESTAL SAN-DIEGO) 
(GRIDLEY SAN-DIEGO) 

PROOF DISPLAY: 
DEDUCED G2 *CLOSER-THAN FORRESTAL KITTYHAWK SAN-DIEGO 
FACT G5 • • S H I P S KITTYHAWK 
FACT G6 • • S H I P S FORRESTAL 
COMPUTED G7 ••GREATER-THAN 378 310 
FACT G3 •HOME-PORT KITTYHAWK SAN-DIEGO 

PREMISES USED: ( 2 9 ) PROOF P L A U S I B I L I T Y : 99 
TYPE PREMISE NUMBER TO DISPLAY, OR ' E N O ' : 
29 
( ( A L L X79) (ALL X80) (ALL X81) 

(AND (SHIPS X79) (SHIPS X 8 0 ) ) 
(GREATER-THAN (DISTANCE-BETWEEN X79 X81) 

(DISTANCE-BETWEEN X80 X 8 1 ) ) ) 
IMP (CLOSER-THAN X80 X79 X81>) 

P L A U S I B I L I T Y : 99 
TYPE PREMISE NUMBER TO DISPLAY, OR ' E N D ' : 
ENO 
END DISPLAY 

• I F THE TAURUS WERE DAMAGED WHILE DESTINED FOR NEW 
•YORK WITH A CARGO, WHAT SHIPS COULD TRANSPORT THE 
•CARGO TO NEW YORK? 

QUERY(((WHAT (SHIP . X ) ) 
(AND (DAMAGED (TAURUS)) 

(DESTINATION (TAURUS) (NY) CARGO)) 
IMP (TRANSPORT X CARGO ( N Y ) ) ) ) 

INFERENCE PLAN: 
DEDUCE Gl *TRANSPORT SHIP#X X75 NY 
ASSUME •DESTINATION TAURUS NY X75 

DEDUCE G3 ••OFFLOAD TAURUS X75 X72 
ASSUME **DAMAGED TAURUS 
MID-TERM ••RETURNS TAURUS X72 

PREMISES USED: ( 2 3 7 15) 
SEARCH/COMPUTE PLAN: 

SEARCH -HOME-PORT TAURUS X72 
SEARCH *CARRY TAURUS X75 
SEARCH -AVAILABLE SHIP#X X72 

ENTERING DATA BASE 
DATA-BASE SEARCH SUCCESSFUL 

PLAN P L A U S I B I L I T Y : 80 

ANSWER SUMMARY — 
VARIABLES: 
(X ) 
ANSWERS: 
(PISCES) 
(GEMIN I ) 

PROOF DISPLAY: 
DEDUCED Gl *TRANSPORT PISCES 01L NY 
ASSUME *DESTINATION TAURUS NY OIL 

DEDUCED G3 ••OFFLOAD TAURUS OIL FREEPORT 
ASSUME •♦DAMAGED TAURUS 
MID-TERM **RETURNS TAURUS FREEPORT 

FACT G l l * * *HOME-PORT TAURUS FREEPORT 
FACT G12**«CARRY TAURUS OIL 
FACT G4 • •AVA ILABLE PISCES FREEPORT 

PREMISES USED: ( 2 3 7 15) PROOF P L A U S I B I L I T Y : 
END DISPLAY 

Figure 2. Deduction Involving Deduce, Data-Base 
Search, and Compute Predicates 

Figure 3. Deduction Using Middle-Term Chaining 
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two new subproblems are to be given data-base 
support. Thus the plan generated uses three 
premises and contains three subproblems requiring 
data-base search. The p laus ib i l i t y of the plan is 
currently calculated by a fuzzy intersection (the 
minimum of the p laus ib i l i t ies of the premises 
involved19). 

The plan is then ver i f ied with variable sub­
st i tut ions inserted in the plan and in the search 
requests (Figure 3). Note the variable con­
straints in the search requests. The variable x72 
represents the home port of Taurus; values found 
for this variable must be the same as those found 
for x,2 in the AVAILABLE search request. The 
proof aisplay is given for the f i r s t answer found 
(the Pisces). 

In Figure 4 we note that the unif ications u, 
and u5 were computed when these premises were 
f i r s t entered into the system and stored in the 
PCG. Also stored in the PCG were the implication 
connections within the premises, e .g . , between 
DAMAGED and RETURNS, between RETURNS and OFFLOAD, 
and between DESTINATION and TRANSPORT. The 
unifications U-,, u- , and u2 were computed after 
query input (because they involve predicate 
occurrences in the query) and serve to locate 
possible middle-term-chain end points. Once these 
end points were ident i f ied , only the PCG was used 
for middle-term chaining. 

SUMMARY AND FUTURE PLANS 

We have described a deductive system speci f i ­
cal ly designed to provide inferential capabil i ty 
for a data management system. From a set of general 
assertions, the system generates skeletal deriva­
tions or proof plans in response to given input 
queries. These plans are then used to tr igger 
data-base search requests for the specific facts 
needed to instantiate and thus complete proof 
plans, turning them into proofs and answers. 
General information is thus used to guide and 
direct the proof-planning process and to ident i fy 
subproblems that may be resolved by data-base 
search or by computation. (Or subproblems may be 
l e f t open in the display of incomplete proof plans 
to the user, thus identi fying information which 
cannot be found within the system but which the 
user may be able to supply from without.) 

We are currently expanding the prototype 
along several di f ferent dimensions in l ine with 
our goal of eventually incorporating the deductive 
processor into an operational data management sys­
tem and language processor environment. A number 
of improvements in man-machine interaction and 
user displays are being made in order to allow 
users to have more direct and f lex ib le control of 
the proof-plan-generation and data-base-search 
processes. Additional semantic constraints oh the 
generation of plans w i l l be introduced through the 
use of a semantic net to further res t r i c t the 
range of variables, as well as through extensions 
to the existing semantic-advice condition-recom­
mendation formalism. Work in these two c r i t i ca l 
areas of improved user and semantic control of 
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deductive processes is being supplemented by 
additional investigations into the encoding and 
integration of incomplete and plausible knowledge. 
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SPARK: A SYSTEM FOR 
PARALLEL REPRESENTATION OF KNOWLEDGE 

G e r a l d A . W i l s o n 
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Nava l Research L a b o r a t o r y 
W a s h i n g t o n , D.C. 20375 

I n t he System f o r P a r a l l e l R e p r e s e n t a t i o n o f 
Knowledge (SPARK) the i n g r e d i e n t o f c o n c e r n i s no t 
t h e h i g h - l e v e l , h u m a n - l i k e , m o d e l i n g o f k n o w l e d g e , 
bu t t h e compac t , e f f i c i e n t , and e f f e c t i v e i n t e r n a l 
r e p r e s e n t a t i o n and use of t h e k n o w l e d g e . SPARK 
employs a knowledge base r e p r e s e n t a t i o n t e c h n i q u e 
wh ich has been shown to be as much as seven t i m e s 
more e f f i c i e n t f o r i n f o r m a t i o n r e t r i e v a l t han some 
o t h e r r e l a t i o n a l r e p r e s e n t a t i o n s . A t t h e same 
t i m e , t h i s t e c h n i q u e , c a l l e d t he P a r a l l e l 
R e p r e s e n t a t i o n (PAR) T e c h n i q u e , can a l s o compact 
the knowledge base by a f a c t o r o f two o r mo re . 
What d i s t i n g u i s h e s SPARK f r om d a t a management 
systems i s t h a t t h i s e f f i c i e n t and e f f e c t i v e 
r e t r i e v a l mechanism a l s o p r o v i d e s a p o w e r f u l 
d e d u c t i v e i n f e r e n c e c a p a b i l i t y . 

Two t y p e s o f p a r a l l e l i s m a re employed i n 
SPARK, one a c h e l v e d by d a t a s t r u c t u r e s anc the 
o t h e r b y p a r a l l e l p r o c e s s i n g . Both a re made 
p o s s i b l e by t he d i s t i n c t i o n made between the 
" s t r u c t u r e " and t h e " c o n t e n t " o f d a t a . I n human 
p rob lem s o l v i n g the s t r u c t u r e i s t h e g e n e r a l 
concep t w h i l e t h e c o n t e n t i s t h e s e t s o f i t e m s 
w h i c h , when combined w i t h t h e s t r u c t u r e , make one 
o r more i n s t a n c e s o f t h a t c o n c e p t . Thus 
" t r a n s p o r t i n g A f r o m X to Y" is a concep t w h i l e 
" c a r r y i n g the b l o c k f rom the f l o o r t o the t a b l e " 
I s a n i n s t a n c e o f t h a t concep t w i t h t h e 
c o n t e n t : c a r r y i n g ; b l o c k ; f l o o r ; and t a b l e . For 
the b a s i c c o n s t r u c t s ( t h e i n d i v i d u a l f a c t s and 
i n f e r e n c e r u l e s o f t h e knowledge base) PAR employs 
t e m p l a t e s t o r e p r e s e n t t h e s t r u c t u r e and s e t s t o 
s p e c i f y the c o n t e n t . For e x a m p l e , t h e c o l l e c t i o n 
o f f a c t s about o b j e c t s s u p p o r t e d b y t he t a b l e 
would be g i v e n b y : 

( ( R , X , Y ) { [ s u p p o r t s ] / R , [ t a b l e ] / X , 
[ b l o c k , c o n e , l u m p , h a m m e r ] / Y » 

where ( R , X , Y ) i s t he t e m p l a t e s p e c i f y i n g t he 
concep t o f a b i n a r y r e l a t i o n w i t h two independen t 
a r g u m e n t s . The s e t s a s s o c i a t e d w i t h R, X, and Y 
can be used to fo rm s p e c i f i c i n s t a n c e s by 
a p p r o p r i a t e s u b s t i t u t i o n s , i n t h i s case s i m p l y 
o r d e r e d c r o s s p r o d u c t s o f t he s e t s . T o i ndex the 
knowledge base PAR employs m e t a - t e m p l a t e s and 
s u p e r - s e t s in a c o r r e s p o n d i n g manner . The 
i n d e x i n g s t r u c t u r e p r o o v i d e s a compact f o rm wh ich 
f a c i l i t a t e s e f f i c i e n t s e a r c h and r e t r i e v a l . Thus 
t h e r e p r e s e n t a t i o n I s p a r a l l e l because any s i n g l e 
symbol a p p e a r i n g in a PAR s t r u c t u r e can r e p r e s e n t 
a n unbounded number o f i n s t a n c e s o f t h a t symbol i n 
the knowledge b a s e . 

The second t y p e o f p a r a l l e l i s m i s m u l t i ­
p r o c e s s i n g made p o s s i b l e by t h e m e t a - t e m p l a t e s and 
s u p e r - s e t s o f t h e i n d e x s t r u c t u r e . The 
m e t a - t e m p l a t e s a r e c a n n o n l c a l B - t r e e s wh i ch 
p a r t i t i o n t h e knowledge base i n t o d i s j o i n t 
c o l l e c t i o n s o f d a t a . When a q u e r y p a t t e r n matches 

n m e t a - t e m p a t e s , n i ndependen t p r o c e s s e s may be 
c r e a t e d t o comp le te t h e r e t r i e v a l m a t c h , t h u s 
p e r f o r m i n g many r e t r i e v a l s i n p a r a l l e l . 

SPARK, w i t h t h e PAR T e c h n i q u e , is n o t posed 
as a panacea f o r a l l knowledge base management 
p r o b l e m s . S e v e r a l c o n s t r a i n t s were assumed i n the 
d e v e l o p m e n t : 

( 1 ) Ve ry l a r g e knowledge bases (more t h a n 10**12 
b i t s ) a re t o be commonly e m p l o y e d . 

( 2 ) There i s a s i g n i f i c a n t degree o f 
i n t e r r e l a t i o n s h i p among the e l e m e n t s o f t h e 
knowledge b a s e . I f t he knowledge base i s v iewed 
a s a c o l l e c t i o n o f n - t u p l e s , t h e n any d i s t i n c t 
argument o f a t u p l e has a h i g h p r o b a b i l i t y o f 
a p p e a r i n g i n m u l t i p l e t u p l e s . 

( 3 ) Search and r e t r i e v a l a r e t h e p reponderance 
o f knowledge base o p e r a t i o n s . 

(A) Search and r e t r i e v a l may be e q u a l l y l i k e l y 
f o r any c o m b i n a t i o n o f a r g u m e n t s , i . e . a query 
n - t u p l e may have i n s t a n t i a t e d any c o m b i n a t i o n o f 
argument p o s i t i o n s , t h e r e m a i n i n g p o s i t i o n s 
b e i n g l e f t f r e e . 

( 5 ) The r e p r e s e n t a t i o n must a l l o w semant i c 
(domain s p e c i f i c ) c o n s t r a i n t s t o b e used I n the 
s e a r c h and r e t r i e v a l p r o c e s s . 

( 6 ) Sets s h o u l d b e t r e a t e d a s s e t s . 

( 7 ) The r e p r e s e n t a t i o n s h o u l d f a c i l i t a t e t h e use 
o f i n f e r e n c e . 

These c o n s t r a i n t s appear t o be q u i t e g e n e r a l and 
r e p r e s e n t a t i v e o f a l a r g e v a r i e t y o f r e a l i s t i c 
knowledge b a s e s . 

The P a r a l l e l R e p r e s e n t a t i o n Techn ique 
employed in t he SPARK sys tem is posed as an 
app roach t o i n t e l l i g e n t knowledge base management 
( i . e . management e m p l o y i n g i n f e r e n c e ) f o r v e r y 
l a r g e knowledge b a s e s . P r e l i m i n a r y r e s u l t s f r o m a 
s i m p l i f i e d model and a n a l y s i s o f t h e t e c h n i q u e 
i n d i c a t e t h e p o t e n t i a l f o r s i g n i f i c a n t s t o r a g e and 
s e a r c h p r o c e s s i n g s a v i n g s o v e r some o t h e r 
r e l a t i o n a l r e p r e s e n t a t i o n s . I t i s s i g n i f i c a n t t o 
n o t e t h a t t h e space s a v i n g s due t o t he knowledge 
base compress ion a b i l i t y o f PAR do n o t cause an 
i n c r e a s e i n t h e e f f o r t r e q u i r e d t o s e a r c h the 
knowledge base on t h e a v e r a g e . The sea rch 
mechanism can a c c o m p l i s h i t s t a s k more e f f i c i e n t l y 
i n f a c t . T h i s i s due p r i m a r i l y t o t he e l i m i n a t i o n 
o f any c o n f l i c t between t h e manner i n w h i c h t h e 
i n f o r m a t i o n i s s t o r e d and the manner i n w h i c h i t 
i s u t i l i z e d b y t h e sea rch mechan ism. Because the 
PAR Techn ique i s i n t e n d e d as an i n t e r n a l r e p r e ­
s e n t a t i o n o f i n f o r m a t i o n i t can b e adap ted t o many 
d i f f e r e n t h i g h l e v e l e x t e r n a l r e p r e s e n t a t i o n s . 

The i m p l e m e n t a t i o n and t e s t i n g o f SPARK is 
c o n t i n u i n g a t t h e Nava l Research L a b o r a t o r y . Once 
t h e system i s f u l l y o p e r a t i o n a l e x p e r i m e n t a t i o n 
w i l l b e made w i t h l a r g e p r a c t i c a l knowledge bases 
t o f u r t h e r d e t e r m i n e t h e s t r e n g h t s and weaknesses 
of SPARK and t h e PAR T e c h n i q u e . 
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Our' goal is the development and a p p l i c a t i o n of 
var ious techniques f o r generat ing approximate r e ­
sponses to data base quer ies . An "approximate r e ­
sponse" is a response o ther than a d i r e c t answer to 
the quest ion . Approximate responses are f requen t l y 
r e fe r red to by l i n g u i s t s as " i n d i r e c t answers" or 
" r e p l i e s " ( e . g . in BS76). What is approximate is 
not so much the response as the r e l a t i o n s h i p be­
tween the response and the i n i t i a l query. Our ap­
proach is to regard an i n t e r a c t i o n between a user 
and a data base as a d iscourse, having the 
p roper t ies and cons t ra in t s normal ly associated w i t h 
human d i a l o g . (Conversat ional Postulates of Grice 
(G67) are examples of such c o n s t r a i n t s . ) Many of 
the conventions of human d ia l og can be implemented 
through approximate responses which, f o r ins tance, 
1) a i d a user in fo rmu la t ing a su i t ab le a l t e r n a t i v e 
query when the prec ise response to the i n i t i a l 
query would be un in te res t i ng or use less; 2) in form 
a user about the s t ruc tu re or content of the data 
base when the user is un fam i l i a r w i t h i t s com­
p l e x i t i e s ; and 3) summarize at an appropr ia te l e v e l , 
e l im ina t i ng unnecessary d e t a i l . 

Natura l language (NL) query systems are of 
bene f i t to users who are only p a r t i a l l y f a m i l i a r 
w i t h the s t r uc tu re and/or content o f the under­
l y i n g data base. Such "na ive" users are t y p i c a l l y 
hampered by t h e i r lack of knowledge in fo rmu la t ing 
a query which w i l l r e t r i e v e the. desi red i n fo rma t ion . 
We be l ieve t h a t NL can do more than simply provide 
the user w i t h a convenient , h i g h e r - l e v e l r e ­
placement f o r a formal ized query syntax. NL 
questions f requen t l y embed in fo rmat ion about the 
user 's understanding o f the s t r uc tu re o f the data . 
This in fo rmat ion can be exp lo i t ed to in form and 
guide the user in the use of the data base. 

Of p a r t i c u l a r i n t e r e s t to us is the key r o l e 
t ha t shared knowledge between conversants plays in 
the e f fec t iveness of human d i a l o g . As observed in 
(CH75), d i a l og tends to proceed w i t h statements 
which o f f e r a s p e c i f i c piece of 'new' in fo rmat ion 
to the conversat ion which is d i f f e r e n t i a t e d from 
in fo rmat ion considered as ' g i v e n ' or a l ready known 

* This work is p a r t i a l l y supported by NSr Grant 
MCS 76-19466. 

We wish to thank Peter Buneman, Rob Ge r r i t sen , 
and Ivan Sag f o r many f r u i t f u l d iscussions. 
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to the o ther p a r t y . Breaches o f t h i s 'Given-New 
Cont rac t ' can p o i n t to the need f o r a d d i t i o n a l 
background in fo rmat ion to be suppl ied in order f o r 
communication to be e f f e c t i v e . We be l ieve tha t 
t h i s observat ion can be e f f e c t i v e l y u t i l i z e d w i t h ­
in the context of quer ies to a data base system. 
Our approach here is to pay spec ia l a t t e n t i o n to 
the ' g i v e n ' i n fo rmat ion contained in the user ' s 
quest ions i n the form o f p resuppos i t ions . I f 
these t u r n out to be f a l s e , we i n t e r p r e t t h i s as a 
s i gna l t h a t the user misunderstands some aspect of 
the data base's s t r u c t u r e or content and is in 
need of a d d i t i o n a l c l a r i f i c a t i o n . An approximate 
response e x p l i c i t l y c o n t r a d i c t i n g the f a i l e d 
presuppos i t ion and perhaps suggesting an a l t e r n a ­
t i v e i s app rop r ia te , a s i t i s i n human d i a l o g . 
Such a response serves to co r rec t the users 
mis impressions and prov ide suggestions f o r a l t e r ­
n a t i v e s , hope fu l l y re levan t and use fu l ones. 

A presuppos i t ion of a sentence S can be 
broadly def ined as any asse r t i on tha t must be t r u e 
in order f o r S to be meaningfu l . In the case of 
quest ions, the presuppos i t ion must be t r ue f o r a 
d i r e c t answer to be meaningfu l . 

Presupposit ions come in many forms. There 
are presupposi t ions which are p r i m a r i l y syn tac t i c 
(JW77). Others deal w i t h imp l ied r e s t r i c t i o n s on 
the s i z e , or a c la im about the completeness of the 
answer set (BS76). Of p a r t i c u l a r i n t e r e s t in a 
data base context are those presupposi t ions of an 
NL quest ion which are imp l ied by a corresponding 
formal query to a given data-base s t r u c t u r e . We 
have observed t h a t each stage in the execut ion of 
a formal query, except f o r the f i n a l one, has an 
i n t e r p r e t a t i o n as a presuppos i t ion of the NL 
quest ion . I f a p a r t i c u l a r stage o f execut ion r e ­
tu rns a n u l l s e t , the corresponding presupposi t ion 
has f a i l e d and can be e x p l i c i t l y con t rad i c ted , 
r a the r than r e t u r n i n g an obv ious ly uninformat ive 
o r mis leading n u l l response. 

Consider the query 
"WHICH LINGUISTICS MAJORS GOT A GRADE OF B OR 
BETTER IN CS500?" 
Assuming a su i t ab le s t ruc tu re f o r the data 

(see Figure one) , a corresponding 
formal query might perform the f o l l o w i n g oper­
a t i o n s : 1) Find the set of students and r e s t r i c t 
i t to l i n g u i s t i c s majors ; 2 ) Find the set o f 
courses and r e s t r i c t i t to CS500; 3) Find the 
c lass l i s t (set o f students) associated w i t h the 
r e s u l t of 2; M) R e s t r i c t the c lass l i s t of 3 to 
those w i t h grades ^ B; and 5) In te rsec t 4 w i t h 1 
to produce the response. An empty set at each 
stage could be used to produce the f o l l ow ing ap­
proximate responses con t rad i c t i ng the f a i l e d 
presupposi t ions: 1) There are no l i n g u i s t i c s 
majors ; 2) There is no course "CS500"; 3) No 
students were en ro l l ed in CS500; and 4) No students 
received a grade of B or b e t t e r in CS500. A 
f a i l u r e i n the f i n a l stage leads to the d i r e c t 
answer NONE. I t is worth no t ing t h a t d i f f e r e n t 
data s t ruc tures w i l l revea l d i f f e r e n t presuppo­
s i t i o n s . For ins tance, a d i f f e r e n t data base 
might produce the response "No l i n g u i s t i c s majors 
took CS500." 
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A n o t h e r t y p e o f a p p r o x i m a t e r e s p o n s e d e a l s 
w i t h t h e g e n e r a t i o n o f a r e s p o n s e t o a s u b s t i t u t e 
q u e r y . F o r i n s t a n c e , " I s Venus t h e f o u r t h p l a n e t ? " 
may b e r e s p o n d e d t o b y " N o , i t i s t h e second 
p l a n e t . " ( s e e (L77 ) f o r s i m i l a r e x a m p l e s ) . A d e ­
t e r m i n a t i o n o f t h e f o c u s and t o p i c o f t h e q u e s t i o n 
can b e used t o g e n e r a t e a n a p p r o p r i a t e a l t e r n a t i v e , 
a s opposed t o ( s a y ) " N o , Mars i s t h e f o u r t h 
p l a n e t . " S y n t a c t i c and c o n t e x t u a l cues a r e 
u n d e r i n v e s t i g a t i o n t o d e t e r m i n e t h e t o p i c and 
f o c u s i n t h e f a c e o f p a r t i a l i n f o r m a t i o n . C a r e f u l 
c o n s t r u c t i o n o f t h e f o r m a l q u e r y can p r o v i d e a 
r e l e v a n t p i e c e o f a l t e r n a t i v e i n f o r m a t i o n f o r f r e e 
b y s e l e c t i n g t h e most a p p r o p r i a t e access p a t h t o 
t h e d e s i r e d i n f o r m a t i o n . 

A n i m p o r t a n t c o n v e n t i o n o f human c o n v e r s a t i o n 
i s t h a t n o p a r t i c i p a n t m o n o p o l i z e t h e d i s c o u r s e , 
s o t h a t c o n t r o l can b e s h a r e d . One i m p l i c a t i o n o f 
t h i s i s t h a t a l l r esponses g i v e n i n a c o n v e r ­
s a t i o n a l mode must be s h o r t . Thus where t h e sys tem 
w o u l d o t h e r w i s e r e s p o n d w i t h a l e n g t h y l i s t , w e 
w o u l d p r e f e r t o b e a b l e t o r e t u r n a n o n - e n u m e r a -
t i v e , o r " i n t e n s i o n a l " response". L e n g t h y r e s p o n s e 
s e t s c o u l d be summar i zed , o r d e f i n e d by a c h a r a c ­
t e r i s t i c o r a t t r i b u t e . Fo r i n s t a n c e , t h e q u e s t i o n 
"Wh ich employees engage i n p r o f i t s h a r i n g ? " may b e 
answered b y l i s t i n g t h e e x t e n s i o n o f a s e t 
c o n t a i n i n g ( p e r h a p s ) 10 ,000 names, o r b y t h e i n ­
t e n s i o n a l r e s p o n s e " A l l v i c e - p r e s i d e n t s . " The 
summary m i g h t b e computed f r o m t h e d a t a o r i n f e r e d 
f r o m t h e d a t a base schema, and can be used to 
a v o i d unnecessa ry and d i s t r a c t i n g d e t a i l . I n 
t h e s e c a s e s , t h e r esponse may i m p l i c i t l y i n c o r p o ­
r a t e t h e r e s t r i c t i o n s o f t h e q u e s t i o n . Fo r 
i n s t a n c e , a r e s p o n s e t o "Which s t u d e n t s were i n ­
v i t e d t o t h e p a r t y ? " o f "The g i r l s l i v i n g i n 
West P h i l a d e l p h i a . " c l e a r l y i m p l i e s t h a t o n l y 
t h o s e g i r l s who a r e s t u d e n t s were i n v i t e d (KH 7 3 ) . 

a n s w e r s , w h i c h i n h i b i t e d b r o w s i n g and q u e r y 
f o r m u l a t i o n , A p p r o x i m a t e r e s p o n s e s , a s t h e y a r e 
used i n human d i a l o g , can s i g n i f i c a n t l y i n c r e a s e 
t h e u s e f u l n e s s and c o n v e n i e n c e o f d a t a base q u e r y 
s y s t e m s . 
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C o n v e r s a t i o n s a l s o a l l o w h y p o t h e t i c a l 
q u e s t i o n s , o r q u e s t i o n s a b o u t t h e s t r u c t u r e o f t h e 
w o r l d ( i n o u r c a s e , t h e d a t a b a s e ) . Q u e s t i o n s 
such as "Can s u p e r v i s o r s p r o f i t s h a r e ? " may be 
answered a f f i r m a t i v e l y b y t h e c o n t e n t s o f t h e 
d a t a base ( f i n d i n g a n i n s t a n c e ) , o r n e g a t i v e l y b y 
n o t i n g t h a t t h e d a t a base s t r u c t u r e p r e c l u d e s 
such a p o s s i b i l i t y . I f n e i t h e r o f t h e s e a l t e r n a ­
t i v e s a r e s u c c e s s f u l , a n a p p r o x i m a t e r esponse o f 
" m a y b e " , o r " I d o n ' t know" may b e r e t u r n e d , ( s i n c e 
many c o n s t r a i n t s to t h e d a t a base may be imposed 
b y t h e l o g i c o f t h e u p d a t i n g programs o r o r g a n i ­
z a t i o n a l p r o c e d u r e s ) . 

F i n a l l y , c o n v e r s a t i o n s a d m i t answers o f a 
s t a t i s t i c a l l y a p p r o x i m a t e n a t u r e . "What p e r ­
c e n t a g e o f w e l f a r e r e c i p i e n t s a r e s i n g l e m o t h e r s ? " 
may be s u f f i c i e n t l y answered by "Abou t 80%". 
T h i s c o n c e p t i s o f use i n t h e e x e c u t i o n o f 
q u e r i e s o n v e r y l a r g e d a t a b a s e s , when p r e c i s e 
r e s p o n s e s a r e b o t h unnecessa ry and e x p e n s i v e . I f 
t h e u s e r i s w i l l i n g t o a c c e p t a n a p p r o x i m a t e 
r e s p o n s e w h i c h i s w i t h i n a g i v e n c o n f i d e n c e l e v e l , 
t h i s can f r e q u e n t l y b e computed f o r a f r a c t i o n 
o f t h e c o s t o f a c o m p l e t e o n e . 

E x i s t i n g d a t a base sys tems c o u l d b e d e s c r i b e d 
a s " s t o n e w a l l i n g " , g i v i n g o n l y l i m i t e d , p r e c i s e 

I n t h e r e l a t i o n a l f o r m a l i s m : 

STUDENTS(STUDENTS,MAJ0R) 
OFFERINGS*(COURSES,SEQUENCER) 
ENROLLMENTS (SEQUENCED , STUDENT# ,GRADE) 

F i g u r e 1 

* NOTE: SEQUENCE# u n i q u e l y i d e n t i f i e s a n o f f e r i n g 
o f a c o u r s e . 
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