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Abstract 
Whan a usar intaracts with a natural 

language system, ha may wal l uaa words and 
expressions which ware not ant ic ipated by tha systea 
designers. This paper describes a systea which can 
p lay TIC-TAC-TOE, and discuss tha game while it Is 
in progress. If the systea encounters new words, 
new expressions, or inadvertent ungrammatlcallt les, 
It attempts to understand what was meant, through 
contextual inference, and by asking i n t e l l i g e n t 
c l a r i f y i n g questions of the user. The systea than 
records the meaning of any new words or expressions, 
thus augmenting i t s l i ngu i s t i c knowledge in the 
course of usar in te rac t ion . 

1. INTRODUCTION 

A number of systems are being developed 
which communicate with users in a natural language 
such as Engl ish. Tha ult imate purpose of such 
systems is to provide easy computer access to a 
techn ica l l y unsophisticated person. When such a 
parson in teracts with a natural language systea, 
however, he is quite l i k e l y to use words and 
expressions which were not ant ic ipated. To provide 
t r u l y natura l in teract ion, the system should be able 
to respond i n t e l l i g e n t l y when th is happens. 

Host current systems, such as those of 
Winograd [10 ] and Woods [ 1 1 ] , are not designed to 
cope w i th such " l i n g u i s t i c input uncer ta inty . " 
Their parsers f a i l completely if an input sentence 
does not use a spec i f i c , b u i l t - i n syntax and 
vocabulary. At the other extreme, systems l i ke 
ELIZA [ 9 ] and PARRY [ 2 ] allow tha user to type 
anything, but make no attempt to f u l l y understand 
the sentence. The present work explores the middle 
ground between these extremes: developing a system 
which has a great deal of knowledge about a 
pa r t i cu la r subject area, and which can use t h i s 
knowledge to make language in teract ion a f l e x i b l e , 
adapt ive, learning medium. 

In pursuing th is goal, the present work is 
most c losely related to work being done in the 
various speech recognit ion e f fo r ts [ 9 , 7, 8, 12] 
which are studying how l i ngu i s t i c and semantic 
const ra in ts can help deal wi th the ACOUSTIC error 
and uncerta inty of speech. The adaptive systea, 
however. Is designed to deal wi th a much more 
LINGUISTIC type of uncertainty. 

When people use unfamil iar words or 
expressions in conversation, we can usual ly deduce 
from context what is meant, and if not, we can at 
least ask i n t e l l i g e n t c l a r i f y i ng questions. To 
al low the machine to do tha same, there must ba a 
very f l e x i b l e in teract ion of syntax and semantics in 
the parsing/understanding process. There must be a 
d i f f e r e n t parser organization, and a more f l e x i b l e 
use of l i n g u i s t i c and semantic constra ints, than la 
present in current natural language systems. 

The adaptive systea is a step towarda t h l s 
goa l . The current implementation la a prototype, 

designed to i l l u s t r a t e many of these ideas, and to 
t i e them together in a res t r i c ted system that is 
complete but not too complex. The system's domain 
of discourse is TIC-TAC-TOE: it plays a game and 
discusses the game In progress. It has a (cu r ren t l y 
l i a l t ed ) set of semantic concepts, and attempts to 
i n t e rp re t the user's sentences in terms of these. 
The set of semantic concepts is FIXED. The systea 
does not attempt to learn new concepts, merely new 
ways of describing concepts that are already 
f a m i l i a r . 

When the system encounters a new word or a 
new phrasing, it uses contextual information to 
determine tha possible meaning, and to ask 
c l a r i f y i n g questions which are as i n te l l i gen t as 
poss ib le . It then remembers the meaning of the new 
expression, and w i l l use i t I t s e l f when i t t a l k s . 
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[A naw surface frame (as described in taction 4) la 
added to the sat of surfaca frames which axpraas tha 
concapt of making a move.] 

[Notice that two top squaras contain an x. However, 
only tha le f t ona was playad while tha bottom r ight 
squara was fraa. Tharafora tha systaa concluded 
that tha top l a f t squara was baing dascrlbad. This 
example i l lus t ra tes how contextual information can 
ba usad to ask as intel l igent a clar i fy ing question 
as possible.] 
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3 . O V E R I E W 

F ig . 1 shows the various stages that the 
Adaptive Systam goes through in understanding a 
sentenca. In th i s sect ion, we sha l l watch whi le tha 
systaa procassas tha santanca "How Come you placed 
an x in tha top r i gh t square." 

2.1 Comments on Currant Limitat ions 

Thara ara a number of l im i ta t ions to tha 
adaptivs systaa as it now stands. Some of these may 
ba apparant in tha sample session, but an 
introduct ion to tha system is not coaplata without 
discussing them e x p l i c i t l y . 

(1) Tha number of concapts avai lable to tha systaa 
at prasant is vary smal l . This, in f a c t . Is why tha 
system's f i r s t guess is usually tha corract one. If 
tha sentence is at a l l wi th in tha systaa's 
comprehension, the options as to I t s aaaning ara 
cu r ren t l y qu i te H a l t e d . 

(2) Tha range of expressive devices presently 
recognized is qui te l ia l ted as w a l l . For instance, 
tha system does not recognize re la t i ve clauses, 
conjunct ions, or pronouns (except for I and you). 

(3) The system current ly deals only wi th TOTALLY 
UNFAMILIAR words and expressions in t h i s adaptive 
fashion. I t w i l l not correct ly handle fami l i a r 
words which are used in new ways (such as a noun 
used as a verb, as in "zero the center squara"). 

(4) The system t r i e s to map the meaning of new 
words and expressions into i t s speci f ied set of 
underlying concepts. It then displays its 
hypotheses to the user, giving him only the option 
of saying yes or no. The user cannot say "no, not 
qu i t e , i t means . . . " . (Thus concepts l i k e "the 
'northeast ' square" or "the 'topmost' square" would 
be confusing and not correct ly understood.) 

The present simple systaa has been developed 
wi th two goals In mind: (1) to explore the 
tachniques required to achieve adaptive behavior, 
and (2) to help formulate the issues which w i l l have 
to be faced when incorporating these tachnlques i n to 
a much broader natural language system. 

(1) Local Syntactic Processing: 
In t h i s f i r s t stage, the system scans the an t l ra 
sentence looking for local const i tuents. These 
include "simple" noun phrases (NPs) and 
prepos i t iona l phrases (pps), ("simple* meaning "up 
to the head noun but not including any modifying 
clauses or phrases"), and verb groups (VGs) 
cons is t ing of verbs together with any adjoining 
models, a u x l l l l a r i e s , and adverbs. In t h i s 
instance, the system f inds the two NPs, "you" and 
"an x", the PP " i n the top r i gh t squara", and tha VG 
"p laced" . 

(2) Semantlc Cluster ing: 
At t h i s stage, tha clause-laval procassing s t a r t s . 
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Unl ike most systems, th i s clause-level processing is 
dr iven by SEMANTIC re lat ionships, rather then by 
syntac t ic form. It uses a semant ics-f i rst 
" c l u s t e r i n g " , with a secondary use of syntax fo r 
comments and conf irmation. In th i s example, a l l the 
l oca l const i tuents found can be clustered into a 
descr ip t ion of a single concept: that of maklng a 
move. Section 4 describes the mechanics of t h i s 
stage in more d e t a i l . 

(3) Cluster Expansion and Connection: 
During t h i s stage, an attempt is made to account fo r 
each word in the sentence by expanding the concept 
c l us te r s , and if there is more than one, by j o i n ing 
them together to form an ent i re mul t lc lausal 
sentence. In th i s case, the concept c luster might 
be expanded in two ways. 
a) One p o s s i b i l i t y might be that it is a "HOW" type 
quest ion, and that "come" is some sort of adverb. 
However t h i s poss ib i l i t y v io lates a semantic 
cons t ra in t , since the system is not set up to answer 
how a move is made; only how to win, how to prevent 
someone from winning, e tc . Therefore th i s 
p o s s i b i l i t y is ignored. 
b) The other poss i b i l i t y is that "how come" is a 
new way of describing some other clause func t ion . 

(4) Contextual Inference; C l a r i f i c a t i o n ; and 
Response: 

During t h i s f i n a l stage, any contextual information 
ava i lab le Is brought to bear on areas of 
uncer ta in ty , any necessary c l a r i f y i n g questions are 
asked, and the system responds to the sentence. In 
t h i s example, the only uncertainty is the meaning of 
"how come". Since th i s is the main clause of the 
sentence, the p o s s i b i l i t y of i t s being an " I f " or 
" a f t e r " clause are discarded. The remaining 
p o s s i b i l i t i e s are " imperat ive", "how", "why", and 
"can" . The system does not answer "how" and "can" 
questions In re la t ion to making moves. S im i la r l y , 
" imperat ive" does not make sense since the act ion 
described is a previously made move. Therefore the 
system asks If "How come someone does something" 
means "Why does someone do something". The user 
answers "yes", so the system stores th is new way of 
asking "why", and proceeds to answer the question. 

4. SEMANTICS-FIRST CLAUSE-LEVEL PROCESSING 

One of the major differences between t h i s 
approach to parsing and that of a top-down, syntax-
dr iven system (such as Woods* or Winograd's) is the 
order in which syntactic and semantic processing is 
done at the clause l eve l . 

In a top-down system, a sentence must 
exact ly match the b u i l t - i n syntax before semantics 
can even be cal led and given the various 
const i tuents of a clause. This is c lear l y 
undesirable when one is dealing with input 
uncer ta in ty , since one cannot be sure exactly how 
the user w i l l phrase his sentence. One would prefer 
to l e t semantics operate f i r s t on any loca l 
consituents present, so that it can make a 
reasonable guess as to what is being discussed. 

As semantical ly-related clusters of loca l 
const i tuents are found, syntax can be consulted and 
asked to comment on the re la t i ve grammatlcallty of 
the various c lus ters . If there are two competing 
semantic in terpreta t ions of one part of a sentence, 
and syntax l i kes one much better than the other, 
then the "syn tac t i ca l l y pleasing" in te rpre ta t ion can 
be pursued f i r s t . Later, if t h i s does not pan out , 
the syn tac t i ca l l y I r regular poss i b i l i t y can be 

looked at as w e l l . In th is way, syntax can help 
guide the system, but is not placed in a t o t a l l y 
c o n t r o l l i n g pos i t i on . 

A by-product advantage of th is semantics-
f i r s t approach is that the system can handle m i ld l y 
ungrammatlcal input without any extra work. In 
add i t i on , the semant ics-f i rst c luster ing approach 
lends i t s e l f qu i te natura l ly to handling sentence 
fragments. 

In the remainder of th is sect ion, we 
describe how the adaptive system organizes i t s 
l i n g u i s t i c knowledge to implement th is semantics-
f i r s t approach. As we shal l see, there are three 
components of t h i s knowledge. 

(a) The loca l recognizers which i n i t i a l l y f i nd loca l 
cons t i tuents . These recognizers are represented in 
Augmented Transi t ion Network [ I I ] form, are qu i te 
simple, and are not described fur ther in t h i s paper. 
(b) Clause-level knowledge of how actions and 
clause-funct ions are described. This knowledge is 
expressed In a descr ipt ive fashion which makes It 
e a s i l y manlpulable, and easy to add t o . 
(c ) Clause-level syntact ic knowledge which is 
expressed in a domain-Independent form. 

4 .1 Knowledge of how Actions are Described 

Figure 2 I l l u s t r a tes how the system stores 
i t s knowledge of how actions (or events) are 
descr ibed. This knowledge Is stored at two l eve l s : 
the conceptual l e v e l , and the surface (or 
expressive) l e v e l . 

As shown in F ig. Z, the concept #PLACE 
represents the act of making a TIC-TAC-TOE move. 
(a) On the CONCEPTUAL leve l , there are three 
"conceptual s lo t s " ind icat ing the actors which are 
involved in the ac t ion: a player, a mark, and a 
square. 
(b) On the SURFACE, or expressive, level there is a 
l i s t of surface frames each indicat ing one possible 
way tha t the concept can be expressed. Each surface 
frame consists of a verb plus a set of syntact ic 
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case frames to be f i l l e d by the actors. 
(Notice that neither the conceptual s lo ts nor the 
surface fraaes indicate e x p l i c i t l y the order In 
which the various constituents are to appear In a 
sentence.) 

When the systea processes a sentence, it 
f i l l s the conceptual s lo ts with local const i tuents 
found In the sentence. If It has found a f a a i l l a r 
verb, then it also gets any surface fraae(s) 
associated wi th that verb. At th is point I t c a l l s 
syntax, asking for consents. 

For Instance, if the input sentence is *I 
place an x in the corner", then a l l the conceptual 
s l o t s of #PLACE would be f i l l e d , and the systea 
would pass the fo l lowing s t r ing to syntax "agent 
verb obj pp". As a resu l t , clause-level syntax does 
not see the actual constituents of the sentence, 
only the labels specif ied in the surface case f raae, 
plus Information indicat ing number, tense, e tc . 

An in terest ing aspect of t h i s approach is 
tha t the clause-level syntax is en t i re l y domain-
Independent. It knows nothing about TIC-TAC-TOE, or 
even about the words used to ta lk about TIC-TAC-TOE. 
The surface frames allow semantics to ta lk to syntax 
purely in terms of syntactic labels. As a r e s u l t , 
one could wr i te a single syntactic module, and then 
inser t it unchanged in to many domains. 

4 .1 .1 Using th i s Information 

In t h i s sect ion, we describe in more d e t a i l 
how t h i s knowledge can be used when processing a 
sentence. 

(1) If the verb and constituents are f a a i l l a r : 
If there is no uncertainty in a clause, then 

each const i tuent can be put into one of the 
conceptual s lo ts , and any surface frames associated 
wi th the verb can be examined. The fraae indicates 
the case (agent, object, e tc . ) associated wi th each 
const i tuent when that verb is used. The fraae is 
used to create a s t r ing of case labels that are sent 
to syntax for comments. 

For instance, if the sentence is "I place an 
x in the center square", the s t r ing passed to syntax 
is "agent verb obj pp". Syntax repl ies that the 
sentence fol lows normal order. Had the s t r i ng been 
"verb obj pp", syntax would reply that the subject 
had been deleted. If the s t r ing was "do agent verb 
obj pp", syntax would reply that subject-verb 
inversion had taken place. Given "agent obj verb 
pp", syntax would reply that the object was out of 
pos i t i on . 

Thus syntax is set up to notice both 
grammatical and ungraomatical permutations in 
const i tuent order, and to comment appropriately. 
The system must then decide how to Interpret these 
comments. 

For instance, if syntax repl ies that the 
object is out of posit ion in the clause, or that 
there is incorrect agreement in number between 
subject and verb, the system may decide that the 
user has made a minor grammatical er ror , and allow 
the sentence to be processed anyway, especial ly if 
there is no bet ter in terpretat ion of the sentence. 
In t h i s way, clause-level syntax plays an ass is t ing 
ro le rather than a cont ro l l ing ro le in the analysis 
of a sentence. 

(2) If a constituent is unknown: 
If an unknown constituent is present, then 

both the fraae and s lo t information can be used to 

halp resolve i t s meaning. For instance, suppose tha 
sentence is "I place a cross in the centar square*, 
and the word "cross* is unfami l iar . 

Here, during tha semantic c lus te r ing , tha 
conceptual s lo ts fo r a playar and a square can ba 
f i l l e d by " I " and " i n tha cantar squara". but tha 
s l o t fo r a mark is u n f i l l e d . In addi t ion, there is 
the unknown consti tuent "a cross". 

A natural hypothesis, therefore, is that tha 
unknown const i tuent refers to a type of aark. Sinca 
the verb is fam i l i a r , a surface frame is ava i lab le . 
Next, assuming the unknown constituent is a mark, 
the s t r i ng "agent verb obj pp" can be passed to 
syntax. When syntax approves, th is of fers 
add i t iona l confirmation that the hypothesis Is 
probably r i g h t . 

Subsequent evaluation of th is hypothesis 
lndicatas that the sentance makes sanse only If tha 
mark referred to is an x, so tha system asks if 
"cross" is a noun meaning "x " . 

(3) If the verb is unknown: 
If an unfamil iar verb is used, then there It 

no surface frame avai lable to help guide tha 
analys is . Instead, syntax must ba usad in a 
d i f f e ren t mode to propose what the surface frame 
should be. 

Suppose the sentence is "I plunk an x in tha 
center square". Here, a l l the constituents can ba 
c lustered in to the concept 'PLACE, but-there is an 
unknown word, and no verb. The log ica l hypothesis 
is that the new word is a verb. A special syntac t ic 
module is therefore passed the fol lowing s t r i ng 
•NP(P) verb(plunk) NP(N) PP(ln,5)V This module 
examines the s t r i ng and produces a new frame: 

The system can than ask if " to plunk 
something somewhere" means " to place something 
somewhere", and upon get t ing an af f i rmat ive rep ly , 
can add tha new frame to those associated wi th tha 
concept #PLACE. 

Since the system uses the surface frames to 
generate i t s own rep l ies , it can now use th i s new 
frame i t s e l f whan it t a l ks . Whan the system wants 
to generate a clause, it passes a selected frame, 
the const i tuents, and a l i s t of syntactic features 
to a clause generator which outputs the speci f ied 
form. (Thus, clause-level syntax can be used by tha 
system in three d i f fe ren t modes: (1) to comment on 
the grammatlcality of a s t r ing of case markers, (2) 
to construct a new surface frame, and (3) to 
generate clauses whan the system i t s e l f r ep l i e s . ) 

4.2 Knowledge of how Clause-Functions are 

As i l l u s t r a t e d in F ig. 3, knowledge of haw 
clause-funct ion concepts are described is also 
expressed as two leve ls . 

Each clause function has a conceptual s l o t 
i nd ica t ing what types of action can be used w i th 
that clause type ( i n th is case, tha act ion #PLACE), 
and a l i s t of surface frames indicat ing d i f f e ren t 
ways in which the concept can be expressed. 

A clause-type frame current ly includes any 
spacia l words which introduce tha clause ( l a . "why" 
or "how come"), together with a l i s t of syntact ic 
propert ies which should be present in the clausa. 

410 



This l i s t of syntact ic properties night include 
SVIMV, "subject-verb inversion" (as in 'why dots 
someone do something'), or "subject de le t ion" , "ING 
form", and "use of a par t icu lar preposit ion" (as In 
" f r o n doing something'). 

These syntactic features, however, need not 
be i n f l e x i b l e ru les. Sentence understanding can 
s t i l l proceed even If the syntactic features found 
by syntax do not exactly natch those specif ied by 
the clause-funct ion frame. Thus, an inadvertent 
ungrammatical ly can readi ly be recognized as such, 
and processing can continue. 

4 .2 .1 Using the Clause Function Knowledge 

In th i s section we examine how th is clause 
funct ion Knowledge can be used. 

(1) With no uncertainty: 
If the input sentence is "Why did you place 

an x in the center square", then during the senentlc 
c lus te r ing the s t r ing "do agent verb obj pp" is 
passed to syntax, which repl ies that subject-verb 
inversion has taken place. 

When examining the whole clause, the system 
sees that it exactly matches one of the surface 
frames for a #WHY-type question, since it s ta r ts 
w i th the word "why" and contains subject-verb 
invers ion . 

Suppose, however, the sentence had been "Why 
you place an x in the center square", or "How come 
d id you place an x in the center square". Each of 
these sentences matches a surface frame for a #WHY-
type question, except that in both cases subject-
verb inversion is incorrect . In such a case, the 
system can, if it chooses, decide that the user has 
made a minor error , and allow the sentence to be 
processed anyway. The loca l ly -dr iven semantics-
f i r s t approach le ts th is happen in a natural way. 

(2) A new surface frame: 
Another problem arises when a new clause 

Introducer is encountered, as i n : "Wherefore d id you 
place an x in the center square". Here, as 
described in section 3, the system hypothesizes that 
t h i s may be a new way of asking a #WHY-type 
quest ion. Since syntax reports that subject-verb 
invers ion has taken place, the system can therefore 
create a new surface frame: 

to be added to the frames associated with #WHY. 

4-3 Comments 

In summary, the adaptive system stores I t s 
l i n g u i s t i c Knowledge in a very accessible form. It 
is not embedded in the parsing log ic . Knowledge of 
how actions and clause-functions are described is 
represented in a descr ipt ive, manlpulable format. 
Syntax is domain independent, and is used only to 
make comments, wi th semantics playing the guiding 
r o l e . This organization allows the 
parsing/understanding process to proceed in a 
f l e x i b l e fashion. 

5. FLEXIBLE ORGANIZATION OF SEMANTIC CONSTRAINTS 

In an adaptive parsing system, semantic 
const ra in ts must also be in a f l ex i b l e , manlpulable 
form so that they can assist in the inference-making 
process. This contrasts with a non-adaptive system 
(a system where the syntax and vocabulary is assumed 
to be f i xed ) . In e non-adaptive system, semantic 
constra ints can often be included in an ad-hoc 
fashion, without rea l l y being exp l i c i t about how 
they i n t e r r e l a t e . 

To i l l u s t r a t e th i s di f ference, l e t us 
consider the fo l lowing sentences. 

(1) A f te r you played the top WEST square could I 
beat you if I played the bottom r igh t square. 

(2) A f te r you played the top r i gh t square could I 
beat you if I played the bottom WEST square. 
[We sha l l assume that the word "west" is not known 
to the system.] 

F i r s t l e t us see how a non-adaptive system 
would handle such sentences, assuming no unknown 
words. (See F ig . 4) 

(a) When it encounters the "a f ter " clause, i t looks 
in i t s l i s t of past moves to see if one matches the 
descr ip t ion given. I f so, the resul t ing board 
pos i t ion is used as context for the rest of the 
sentence. If not , the system aborts, g iv ing an 
er ro r message such as "You have referred to a non
ex is ten t past move". 
(b) When processing the " i f " clause, the system 
takes the board posi t ion produced by the "a f te r " 
clause, and sees if the move referred to is lega l in 
that context. If so, it produces a new board 
pos i t i on . If not it aborts with an error message 
such as "You have proposed an i l l e g a l move". 
(c) F ina l l y , when processing the main clause, the 
system takes the board posit ion produced by the " i f " 
clause and examines it to answer the question. 

Wherefore ACTION(SVINV) 
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Thus, the f o l l ow ing semantic c o n s t r a i n t s a r t 
p rog ramed i n : (a ) t ha t the move descr ibed in an 
" a f t e r " c lause must r e fe r to a previous Bove, and 
( b ) the Bove descr ibed in an " i f " clause w i s t be 
l e g a l i n i t s board pos i t i on con tex t . 

In an adapt ive systea, these c o n s t r a i n t s can 
be used in an a c t i v e fash ion to help i n f e r the 
meaning of new words. For ins tance, i f sentence (1 ) 
is to make sense, then " the top west square" m u s t 
r e f e r to a square played wh i le the bottom r i g h t 
square was f r ee ( i e . was s t i l l a l e g a l aove) . Thus, 
as i l l u s t r a t e d in the sample session, I f two top 
squares con ta in an x, but only one was played be fo re 
the bottom r i g h t square was f i l l e d , then t h a t Bust 
be the square being descr ibed. S i m i l a r l y , in 
sentence ( 2 ) , " the bottom west square" Bust r e f e r to 
some square t h a t was f ree when the top* r i g h t square 
was p layed . 

Thus the semantic cons t ra in ts which are 
added almost as a f te r - though ts in a non-adapt ive 
system to handle the u n l i k e l y event of a user t y p i n g 
NONSENSICAL i n p u t , become a cen t ra l par t of the 
i n f e r e n t i a l aechanlsm in an adapt ive system, f o r the 
very reason t h a t they a l low the system to d i s c a r d 
NONSENSICAL INTERPRETATIONS of the meanings of new 
words. 

These two sentences a lso i l l u s t r a t e t h a t 
such c o n s t r a i n t s can operate g l o b a l l y between w ide l y 
separated pa r t s of the sentence. Furthermore, they 
can operate equa l l y e f f e c t i v e l y in two (o r more) 
" d i r e c t i o n s " . I n other words, c e r t a i n t y i n the " i f " 
c lause can help resolve unce r ta in t y in the " a f t e r " 
c lause , o r a l t e r n a t e l y , c e r t a i n t y i n the " a f t e r " 
c lause can help resolve uncer ta in ty in the " i f " 
c l ause . 

Not ice t h a t there is a lso a t h i r d 
" d i r e c t i o n " in which these cons t ra i n t s can be used. 
Consider the f o l l o w i n g sentence. 

( 3 ) WHEN you played in the center square cou ld I 
beat you i f I played the top r i g h t square. 

If "when" is an unknown word, then the 
system must t r y to i n f e r what c lause- func t ion i t 
might r e f e r t o . In so do ing, the system checks 
whether the "when" clause describes a previous move 
whose subsequent board pos i t i on al lows the aove 
descr ibed by the " i f c lause. I f so then "when" 
a l g h t aean " a f t e r " . I f no t , then "when" presumably 
means something e l s e . Here we see c e r t a i n t y i n s i d e 
the two clauses he lp ing resolve unce r ta in t y as to 
the f u n c t i o n of one of the c lauses. 

The c l e a r imp l i ca t i on of these exaaples is 
t h a t these semantic cons t ra in ts Bust be incorpora ted 
in a much more systematic and f l e x i b l e fash ion than 
is necessary in a non-adaptive system. 

5.1 Implementing these Const ra in ts 

The adapt ive system handles t h i s problem as 
f o l l o w s : 
(a ) I f there i s unce r ta in t y i n the " a r t e r " c l ause , 
then it produces not ONE, but ra ther a LIST of board 
p o s i t i o n s (corresponding to d i f f e r e n t poss ib le 
i n t e r p r e t a t i o n s of what the clause Beans). 
Assoc iated w i t h each is the uncer ta in c o n s t i t u e n t 
( i n t h i s case, the NP " the top west square") and the 
r e f e r e n t o f t ha t cons t i t uen t tha t corresponds to 
t h a t board p o s i t i o n p o s s i b i l i t y ( i e . the a c t u a l 
square which the NP a l gh t be d e s c r i b i n g ) . Each of 
these board pos i t i ons are fed in t u rn to any " i f " 

c lauses in the sentence. During t h i s p r o c t s s , the 
semantic c o n s t r a i n t s might i n v a l i d a t e soae of these 
board p o s i t i o n s . This leaves the system w i t h a more 
s e l e c t i v e group of r e fe ren t s tha t the NP B igh t be 
d e s c r i b i n g . In t h i s way, the user can be asked a 
c l a r i f y i n g quest ion t ha t Is as " I n t e l l i g e n t " as 
p o s s i b l e . 
(b ) A s i m i l a r process takes place i f the " i f " c lause 
con ta ins u n c e r t a i n t y . A l i s t o f p o s s i b i l i t i e s i s 
compi led by the " i f " c lause, tes ted i n f u r t h e r " I f * 
c lauses ( i f any) , and only then is the user asked 
f o r c l a r i f i c a t i o n . 

This method is ONE way of a l l ow ing such 
semantic c o n s t r a i n t s to help the In ference process, 
and thereby l e t the system ask as i n t e l l i g e n t 
ques t ions as poss ib le . There are a great many 
i n t r a - u t t e r a n c e cons t ra i n t s o f t h i s s o r t , whose 
na tu re and imp l i ca t i ons have never been 
s y s t e m a t i c a l l y exp lo red . The development of 
adap t i ve pars ing techniques w i l l prov ide m o t i v a t i o n 
to exp lo re these more f u l l y . 

This example, in f a c t , i l l u s t r a t e s a such 
aore genera l phenomenon. In na tu ra l language, the re 
are many l e v e l s of syn tac t i c and semantic knowledge 
which c o n t r i b u t e to the understanding of a sentence. 
These a l l i n t e r a c t , and there fo re cons t ra i n each 
o the r in complex ways. In a f u l l y adapt ive system, 
one must be prepared to help resolve u n c e r t a i n t y on 
ANY of these l eve l s by tak ing advantage of c e r t a i n t y 
on many o ther l e v e l s . To a l low t h i s , one Is f o r c e d 
to t h i n k out f u l l y and sys temat i ca l l y exac t l y how 
a l l t h i s knowledge i n t e r a c t s . This cou ld be one o f 
the g rea tes t c o n t r i b u t i o n s o f s tudying language f r o a 
an adapt ive s tandpo in t . 

6. SENTENCE. CLARIFICATION AND EVALUATION 

In t h i s sec t i on , we describe how semantic 
c o n s t r a i n t s con be used to resolve input 
u n c e r t a i n t y . A f te r the semantic c l us te r s have been 
formed, c l u s t e r expansion and connection groups 
these i n t o one or more sentence hypotheses. Each 
sentence hypothesis is a set of clauses which span 
the e n t i r e sentence. The system must then 
"eva lua te " these clauses ( i e . determine t h e i r 
meaning). 

The clauses are evaluated in the f o l l o w i n g 
o rde r . F i r s t any " a f t e r " clause is eva lua ted . Then 
any " i f " clauses ore evaluated l e f t to r i g h t . 
F i n a l l y the main clause is evaluated. Thus i f the 
sentence is 

" [ i f A ] [ a f t e r B][ could C][ i f D]" 
the clauses would he evaluated in order B, A, D, C. 

In the process of t h i s eva lua t i on , any 
u n c e r t a i n t y present is reso lved. The u n c e r t a i n t y 
might be tha t a cons t i t uen t contains an unknown 
word, or it might be due to the use of a new a c t i o n 
or c l ause - f unc t i on surface frame. 

Cons t i tuen t Uncer ta in ty : 
Sometimes cons t i tuen t uncer ta in ty can be 

reso lved from in fo rmat ion ava i l ab le in a s i ng l e 
c lause . Sometimes in format ion from several c lauses 
i s used. 

For example, consider the clause " A f t e r I 
p laced a c i r c l e in the center square". I f the word 
" c i r c l e " is unknown, then as described in sec t i on 4, 
p rev ious processing ind ica tes that t h i s is an 
" a f t e r " clause doscr ib ing a move, and tha t "a 
c i r c l e " probably re fe rs to some mark. To eva luate 
t h i s c lause , the system examines the previous moves 
and presumably f i nds tha t " I " indoed d id p lay In the 
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cen te r square and tha t the mark involved was an " 0 M . 
Thus the l i k e l y moaning of " c i r c l e " is resolved from 
i n f o r m a t i o n ava i l ab l e e n t i r e l y w i t h i n t h i s c lause. 

On the other hand, as described in sec t ion 
5, w i t h the clause "A f te r I placed an o in the top 
WEST square" , if "west" is unknown then several 
squares may bo being descr ibed. Section 5 descr ibes 
how the system al lows in format ion from other clauses 
to cons t r a i n the square being descr ibed. When as 
r o s t r i c t e d as possib le a l i s t o f squares is f i n a l l y 
determined, i t is passed to a rout ine whose job is 
to reso lve noun phrase unce r ta in t y . In t h i s case, 
the r o u t i n e w i l l examine the d i f f e r e n t a d j e c t i v e -
concepts (such as #RIC.HT, #LEFT. #CORNER. IBOTTOM, 
e t c . ) to see which might describe possible squares, 
and then ask. the user which was meant. 

New Surface Frame Uncer ta in ty : 
If a new surface frame is used to express a 

f a m i l i a r ac t ion ( i e . a new verb and/or p repos i t i ons 
marking the NPs), the d i f f e r e n t possib le meanings 
are au toma t i ca l l y considered when the system 
at tempts to f i l l the conceptual s l o t s o f d i f f e r e n t 
a c t i o n concepts. Even if only one concept has the 
app rop r i a te s l o t s , the system asks to be sure . 
Sometimes, however, several act ions have the same 
conceptual s l o t s (such as " I beat you" , " I t i e y o u " , 
and "1 lose to you" ) . In t h i s case, of course, the 
system must ask which was meant. 

If a new surface frame is used to express a 
f a m i l i a r clause f u n c t i o n , the system c u r r e n t l y uses 
the f o l l o w i n g simple cons t ra in ts to d e l i m i t i t s 
poss ib l e meaning. Each sentence is assumed to have 
one and on ly one main c lause. "A f t e r " clauses must 
descr ibe a previous move. " I f clauses must 
descr ibe some poss ib le move ( e i t h e r in the cu r ren t 
game c o n t e x t , or in the context of any " a f t e r " 
c lause in the sentence). "Why" clauses must r e f e r 
to a previous move. "Can" and "Mow can" clauses must 
r e f e r to the ac t ion o f beat ing , t i e i n g , l o s i n g , 
p r e v e n t i n g , a l l o w i n g , o r f o r c i n g . Imperat ive 
c lauses must r e f e r to a possib le cur rent move. In 
our simple domain, these cons t ra in ts usua l l y d e l i m i t 
the meaning of a new surface c lause- func t ion frame 
to a s i n g l e p o s s i b i l i t y . 

This sec t ion has described how the adapt ive 
system can cons t ra in input unce r ta in t y . C l e a r l y , in 
a more complex domain, one would want to use much 
more s o p h i s t i c a t e d c o n s t r a i n t s . The important po i n t 
i s t h a t the l o c a l l y - d r i v e n , s e m a n t i c s - f i r s t design 
prov ides a very na tu ra l framework fo r i n c o r p o r a t i n g 
such c o n s t a i n t s . The purpose of the present work is 
to take a f i r s t step in exp lo r ing the design of such 
a system. 

7. CONCLUSION 

Language communication is an i n h e r e n t l y 
adap t i ve medium. One sees t h i s c l e a r l y i f one takes 
a problem to a lawyer and spends time t r y i n g to 
a s s i m i l a t e the r e l a t e d " l ega lese " . One a lso sees i t 
in any conversat ion where a person is t r y i n g to 
convey a compl icated idea, expressed in h i s own 
mental terms, to someone e l se . The l i s t e n e r must 
t r y to r e l a t e the words he hears to h is own set of 
concepts . Language has, presumably, evolved to 
f a c i l i t a t e t h i s so r t o f i n t e r a c t i o n . Therefore i t 
is reasonable to expect t ha t a good deal of the 
s t r u c t u r e of language is in some sense set up to 
a s s i s t in t h i s adapt ive process. By the same token, 
s tudy ing language from an adapt ive standpoint should 
p rov ide a f resh perspect ive on how the var ious 

l e v e l s o f l i n g u i s t i c s t ruc tu re i n t e r a c t . 
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