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A b s t r a c t 

Th is paper desc r ibes the p r i n c i p a l 
f e a t u r e s of TULIPS program designed as a 
w i d e l y - o r i e n t e d A I system t h a t accepts 
n a t u r a l language (NL) i n p u t . NL processor 
o f TULIPS is guided by i n f o r m a t i o n r e p r e 
sented i n models o f c u r r e n t " e x t e r n a l 
w o r l d " domain and of c u r r e n t user and 
u t i l i z e s deduc t i ve and i n d u c t i v e mecha
n isms. These f ea tu res a l l o w the program: 
t o d i scove r the most r e l e v a n t i n t e r p r e t a 
t i o n o f an i n p u t , t o e x t r a c t the d e s c r i p 
t i o n s o f u s e r ' s goa ls from NL u t t e r a n c e s , 
and to generate the s o - c a l l e d T-problems 
( T f o r TULIPS). Having so lved them 
TULIPS not on ly answers u s e r ' s request 
but a l so l e a r n s new knowledge on i t s e n 
v i ronment and improves i t s own mecha
nisms. 

I n t r o d u c t i o n 

I t need h a r d l y be sa id about a t t r a c 
t i veness of NL communications w i t h a p r o 
gram. TULIPS's user must no t l e a r n s p e c i 
a l i n t e r a c t i v e languages and can pass to 
a computer not a f o r m a l i » e d d e s c r i p t i o n 
o f the a l g o r i t h m bu t a d e s c r i p t i o n o f the 
problem i t s e l f ( an i n p u t f o r prob lem-
s o l v i n g b lock o f the program ) • I t must 
be e s p e c i a l l y emphasised t h a t NL d e s c r i p 
t i o n of a problem can be of the p r e l i m i 
nary i n f o r m a l k i n d . For TULIPS i s i m p l e 
mented as a d i a l o g - s y s t e m , user is ab le 
to s p e c i f y and supplement t h i s d e s c r i p 
t i o n i n case o f need. 

Thus TULIPS c a r d i n a l l y d i f f e r s f rom 
" t r a d i t i o n a l " computer program. I t i s not 
a d e t a i l e d fo rma l d e s c r i p t i o n o f an a l g o 
r i t h m f o r the c u r r e n t u s e r ' s problem, 
but a genera to r o f such a l g o r i t h m s . I t 
r ece i ves as i npu t not a command to a c t i 
va te known to user B t r i c t segment o f a l 
g o r i t h m , but on ly a d e s c r i p t i o n o f u s e r ' s 
problem ( i . e . user s a i s what he wants 
w i t h o u t any s p e c i f i c a t i o n how i t Bhould 
be done ) . Jus t t h i s p rope r t y of TULIPS 
- i t s a b i l i t y a u t o m a t i c a l l y so lve the 
prob lem, be ing t o l d t he word ing o f i t -
a l l ows to cons ide r the program as AI sys 
tem t h a t automat izes so n o n - t r i v i a l f u n c 
t i o n s o f human i n t e l l i g e n c e as s p e c i f y i n g 
of a problem to the w e l l - f o r m e d one and 
s o l v i n g o f such w e l l - f o r m e d prob lem. 

H i g h l y i n t e l l i g e n t work does, how
ever , not on ly the So lve r of TULIPS but 

a l s o i t s Ana lyse r . I t s goal i s t o e x t r a c t 
f rom NL (Russian) i npu t the d e s c r i p t i o n s 
o f problem s i t u a t i o n s , u s e r ' s goa l s , and 
own d u t i e s ( represented in u t te rances 
bo th e x p l i c i t l y and i m p l i c i t l y ) . To ex
t r a c t i m p l i c i t i n f o r m a t i o n the Analyser 
should take i n t o c o n s i d e r a t i o n a contex t 
( l o c a l and g l o b a l ) o f the cu r ren t commu
n i c a t i o n p rocess . A l o c a l con tex t of NL 
u t t e r a n c e i s an i n f o r m a t i o n ex t rac ted 
f rom the p rev ious i n p u t exp ress ions . A 
g l o b a l con tex t i s de f i ned by models o f 
" a b s t r a c t " u s e r , " e x t e r n a l w o r l d " as a 
who le , p a r t i c u l a r users known f o r TULIPS, 
s p e c i f i c problem-domains ( o f u s e r ' s a c t i 
v i t y ) , "gene ra l d u t i e s " o f TULIPS, and 
concre t h e u r i s t i c s and o the r t o o l s r e l a t 
ed to a concre t problem-domain or u s e r . 

These k inds of models must be i n t r o 
duced because of TULIPS is a w i d e l y - o r i 
ented system. The program is to so l ve 
d i f f e r e n t k indes o f problems i n d i f f e r e n t 
concre t domains and to adapt to subset of 
Russian be ing used, s p e c i f i c f ea tu res o f 
problem-domains and u s e r s . Th is main f e a 
t u r e of TULIPS - w i d e - o r i e n t a t i o n - de 
termines a l l the o the r i t s f ea tu res and, 
in p a r t i c u l a r , the approach to NL p roces 
s i n g . 

Approach to N a t u r a l Language Process ing 

N a t u r a l Language i s a s o c i a l l e v e l 
s i g n system t h a t is used as a means of 
i n t e r c o u r s e . I t e x i s t s i n a s o c i a l group 
o f speakers o f a g i ven language o b j e c t i 
v e l y - every member of t h i s group shou ld 
l e a r n s igns o f NL t r u l e s o f t h e i r combin
i n g - syn tax , and the r u l e s o f i n t e r p r e 
t a t i o n and usage NL c o n s t r u c t i o n s - s e 
man t i cs , s i g m a t i c s , and p ragmat i cs . 

However, subset of NL lea rned by any 
speaker i s s p e c i f i c by l e x i c o n , meanings, 
and s y n t a c t i c r u l e s . The process of such 
a subset fo rm ing is a n a t u r a l phenomenon 
depending on p s y c h i c i a l and s o c i a l f a c 
t o r s . At the same t ime speaker c a n ' t 
handle NL too a r b i t r a r i l y . I f he v i o l a t e s 
language norms app rec iab l y (Humpty-Dumpty 
may be ment ioned) , he w i l l not be under
stood b y o t h e r s . w h i l e language w i l l not 
per form i t s fundamental s o c i a l f u n c t i o n 
- f u n c t i o n of a means of i n t e r c o u r s e . 

Since a dependency of NL p rocess ing 
on a ment ioned s u b j e c t i v e f a c t o r is a 
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r e a l na tu ra l phenomenon, i t must be taken 
i n t o considerat ion in TULIPS model of 
language processing. Thus, on a conceptu
al l e v e l two basic concepts "meaning" 
and "sense" r e f l e c t s , respec t i ve l y , ob
j e c t i v e and sub jec t ive aspects of u t t e r 
ance content [1] • 

The sense concept describes the as
pects of the meaning that connects to an 
ut terance current speaker (user) in a 
current r e a l s i t u a t i o n , whereas the mea
n ing corresponds to standard ob jec t ive 
Tor a soc ia l l e v e l ) l i n k s of s ign and: 
1) frame and const i tuent s ign s t ruc tures 

- syn tac t ic meaning; 
2) objects and re l a t i ons of r e a l i t y -

sigmstic meaning; 
3) peych ic ia l ( r e f l e c t i v e ) equivalents 

of these objects and re l a t i ons - se
mantic meaning; 

4) a c t i v i t i e s , caused by speech acts and 
causing them - pragmatic meaning. 
Thus, in a language communication any 

speaker re la tes to an ut terance only a 
po r t i on (sense) of ob jec t i ve l y e x i s t i n g 
meaning - a po r t i on that is the most r e 
levant to a current act of speaking-
While a hearer (no matter who a human or 
an a r t i f i c i a l system) is to ext ract from 
ut terance j u s t t h i s sense, to learn not 
only "what the speaker is saying" but 
also "what and whet f o r he intended to 
say" . 

NL processing of t h i s k ind is r e f e 
renced here as understanding. To under
stand an ut terance stands f o r to f i n d 
thous aspects and por t ions of a meaning 
that are the most re levant to a current 
context s i t u a t i o n , t o f i n d speaker's i n 
t en t i on and to r e l a t e i t to goals and 
a c t i v i t i e s o f hearer. 

I t is obvious that a necessary fea 
ture of NL understanding ( i n the sense 
def ined above) is us ing of data not only 
on a language but also on a current spea
ker, concret problem-domain and hearer 's 
a c t i v i t i e s . That is why the vehic les of 
an understanding program are to be enough 
e laborate . They should be able to handle 
NL ut terances, under ly ing s t ruc tu res , 
l i n g u i s t i c s ru les and to be adaptable. 
N o n - t r i v i a l problem - in NL communicati
on - is that of d iscover ing an i n t e r p r e 
t a t i o n the most re levant (w i t h respect 
to user and program) in a current i n t e r -
course ac t . 

The Main Blocks of TULIPS 

To discover such the most re levant 
i n t e r p r e t a t i o n of an ut terance ( to learn 
sense associated w i th it by user) TULIPS 
Analyzer - ANAL block - in te rac tes w i t h 
other blocks of the program. Thus, NL 
processing invokes the deductive mecha
nisms of TULIPS, problem-solving a b i l i t i 
es, data represented in the model of ex
te rna l world domains and of user. 

In te rac t ions of ANAL w i t h other 

blocks are two-way ones.ANAL block ex
t r a c t s en under ly ing conceptual content 
of an ut terance and re la tes i t to the mo
dels of current environment, whi le i n f o r 
mation represented in these models guides 
pars ing and ex t rac t i ng of the conceptual 
content [ 2 ] . These i n te rac t i ons al low 
the program to i nse r t NL processing in a 
t o t a l process o f f unc t i on ing . 

The guid ing of NL processing by con
tex t in format ion is one of the fundamen
t a l features of the ANAL b lock. Another 
cha rac te r i s t i c feature o f t h i s block p ro 
cessing concerns a method of ena lys is . 
ANAL and i t s sub-blocks - MORP (morpho
l o g i c a l analys is) and SYNT (syn tac t i c 
one) - handle corresponding fragment of 
an input u t te rance, being dr iven by data 
that describe (p red ic ts ) expected r e 
su l t s o f t h e i r processing. 

Having recieved a p red ic t i on a block 
checks i f an input s a t i s f y i t o r no t . I f 
a p red ic t i on is s a t i s f i e d , a r e s u l t is 
returned to a parent b lock . * Otherwise 
a process of " f a i l u r e - i n v e s t i g a t i o n " is 
i n i t i a t e d . I t should be noted that the 
scheme of p red i c t i ve analys is accepted -
pred ic t ions besides syntac t ic categor ies 
describe semantic ones, references to 
user ' s goals and r e s p o n s i b i l i t i e s of the 
program - al lows to r e a l i z e the p r i n c i p l e 
of conceptual ly dr iven ana lys is . 

Nevertheless a conceptual l e v e l o r i 
enta t ion ( o r i e n t a t i o n on the "supreme" 
aspects of a meaning - semantic and prag
matic ones) must not lead to ignor ing of 
proper l i n g u i s t i c phenomena [3] That is 
why ANAL takes i n t o account syn tac t i c l e 
v e l cha rac te r i s t i cs - order of words, 
p r o j e c t i v i t y , grammatical agreement, and 
l e x i c a l r e l a t i o n s (the powerful apparatus 
o f " l e x i c a l func t ions" ( 4 ] i s used) . The 
vechic les of analysis implemented and de
t a i l e d desc r ip t i on of surface and deep 
leve ls of a na tu ra l language are the ba
s is fo r d iscover ing of subt le aspects of 
a meaning, that are hidden from both 
" n o n - i n t e l l i g e n t " parser and " i l l i t e r a t e " 
AI system. 

The TULIPS Solver - SOLV - is the 
most i n t e l l i g e n t block of the program. 
I t s main task is to plan a so lu t i on of a 
T-problem ( i . e . a way to transform i n i t i 
al s i t u a t i o n model - S - to a goal one -
G) and to execute act ions planed. The 
Solver can plan a so lu t i on in both d i r e c 
t i o n s . One of i t s main s t ra teg ies is tha t 
of reduct ion of problems, basic general 
methods - analogy, i nduc t ion , a b s t r a c t i 
on e tc . 

A problem-solving process is beg in ing 
w i th analysis of S and G models, as a r u 
l e . At t h i s stage the program makes a de
s c r i p t i o n of a problem - a pa i r (S,G) -

* As a r u l e , a p red ic t i on describes se
ve ra l possible r e s u l t s . Any block of the 
program spec i f i es a p red i c t i on (by com
par ing i t w i t h input phrases) and re tu rns 
selected concret ized r e s u l t . 
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more exact. A wel l - formed T-problem ob
ta ined - a t r i p l e t (S,F,G) - includes r e 
ferences to re levant to a current problem 
-domain means (P) - problem-solving me
thods. The second stage of so lv ing (p lan
ning) re tu rns a set of operat ions that 
transforms S to G. It is to be remarked 
tha t dur ing the planning TULIPS can t r y 
to spec i fy a T-problem again. The aim of 
repeted cons iderat ion of S and/or G is to 
discover some i m p l i c i t p roper t ies of the 
s i t ua t i ons - proper t ies tha t can be found 
use fu l f o r a so lv ing process. Sometimes 
TULIPS inqu iere user f o r the aspects of 
r e a l s i t ua t i ons non- re f lec ted i n i n i t i a l 
wording (and, hence, in S and G). 

The main duty of SOLV is to solve a 
T-problem tha t corresponds to a user ' s 
problem, i . e . to plan and acomplish (on 
the world models) the s i t u a t i o n t r a n s f o r 
mations he haB t o l d to the program. How
ever, the Solver can show i t s own " a c t i 
v i t y " and generate T-problems represented 
in input ut terances i m p l i c i t l y . The f i r s t 
kind of such a problem is a T-problem of 
sense d iscover ing , the second - automatic 
extanding of l i n g u i s t i c knowledge to com
p le te understanding of a new type phrase 
(NL adap ta t ion ) . 

The T-problems mentioned are generat
i ng dur ing analys is of an input when ANAL 
appeals to the SOLV b lock . Common f o r 
both NL processing and non - l i ngu iB t i c do
mains is an i m p l i c i t "super-problem" of 
teaching. The program's models of user 
and TULIPS i t s e l f conta in assert ions on a 
necessi ty of teaching. Hence the e x p l i c i t 
user d i r e c t i o n s to memorize some new fac t 
are o p t i o n a l . 

The Synthesizer - SYNZ - generates 
Russian ut terances adreseed fo r TULIPS's 
user (answers, requests e t c . ) . SYNZ is 
the leas t elaborated and f o r the present 
time temporary b lock, which uses a few 
standard pat terns to be f i l l e d by concret 
words and phrases. 

Monitor-TULIPS - MTUL - i s , in f a c t , 
a problem-oriented extension of LISP f o r 
BESM-6 computer. It implements f low of 
con t ro l among ANAL, SOLV, and SYNZ and 
embodies some other func t ions that are 
cha rac te r i s t i c f o r new programming l ang 
uages f o r AI research [ 5] . Moreover i t 
accomplishes memory t ransformat ions (see 
below;. 

Memory and Teaching 

The problems of knowledge represent
a t i o n , memory s t r uc tu re , and mechanisms 
f o r memory handl ing are espec ia l l y s i g n i 
f i c a n t f o r TULIPS. In a concret Beance 
(the user f i x e d works w i t h the program 
in f i xed problem-domain) TULIPS u t i l i z e s 
only a small par t of i t s knowledge. A l o t 
of data items - CE ( f o r a "conceptual 
e lement") , are i r r e l e v a n t and some compo
nents of re levant ones may be smoothly 
ignored. 

To take i n t o account the relevance 
and v a l i d i t y of data-items the memory -
s t ruc tured set of CEs - is broken i n to 
several sub- f ie ldB and every CE is marked 
by a spec ia l r e leva t i on tag - RT. In ac
cordance w i t h the f i r s t c r i t e r i o n f o r the 
memory breaking up permanent memory (PSM) 
tha t contains unchangable in a qeance 
"abso lu te" data and operat ive memory 
(OSM) - f o r data v a l i d dur ing a seance -
are in t roduced. The second c r i t e r i o n -
relevance of data in a current domain -
is a basis f o r i n t roduc t ion PSM zones. 
The t o t a l zone contains data that can be 
used in any seance. The pa r t i cu l a r zones 
describe spec i f i c proper t ies of problem-
domains and i n d i v i d u a l users. 

In format ion read by TULIPS from pa r t 
i c u l a r zones guides NL ana lys is . Just 
t h i s in format ion is a veh ic le to discover 
an ut terance sense, to take i n t o account 
both i n d i v i d u a l features of user speach 
and spec i f i c of language performance 
caused by problem-domain. 
Memory Transformations 

To use data from p a r t i c u l a r zones and 
data represented in re levant CEs from t o 
t a l zone TULIPS performs some operations 
on the memory. One of them is the a c t i v a 
t i o n that makes CEs accesible to the main 
TULIPS b locks . Ac t i ve memory - a set of 
ac t i va ted CEs - contains only re levant to 
a current seance CEs. This enables to 
speed up the necessary in format ion r e t r i 
eva l . 

An a c t i v a t i o n is the f i r s t stage of 
any seance. This process is i n i t i a t e d on 
rece i v i ng the f i r s t user sentence. A next 
ut terances being processed, the new ope
ra t i ons on ac t i ve memory are performed. 
One of them is the r e a c t i v a t i o n - a c t i v a 
t i o n of CEs that were q u a l i f i e d f i r s t l y 
as i r r e l e v a n t . Thie operat ion corresponds 
to such a c rea t i ve human i n t e l l i g e n c e 
operat ion as us ing of i r r e l e v a n t (a p r i 
ory) in format ion in a qu i te new domain. 

Another operat ion - ref inement -
changes ac t iva ted and already used in a 
current seance data- i tems. Refinement as 
opposed to a c t i v a t i o n ( tha t r e j e c t s or 
accepts CEs as a whole) impl ies changing 
o f CEfs "body". I t deletes i r r e l e v a n t i n 
a seance por t ions of CE and i r r e l e v a n t 
references to other data- i tems. 

The l a s t type of memory t r a n s f o r m a t i 
on - adaptat ion - concerns changes of CEs 
grounding on a new knowledge on the wor ld 
objects and r e l a t i o n s , that the program 
learns in a seance. 

Teaching 
The adaptat ion process changes only 

OSM of the program - world model t h a i is 
v a l i d dur ing a current seance. For the 
new data-i tems to be ava i lab le l a t e r on, 
a l l the changes should be memorized in 
the PSM. Such a memorizing - teaching -
i s , as a r u l e , accompanied by ra the r com-
p l i ca ted ac t ions : genera l i za t ion , p a r t i -
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cu la r zone determinat ion (zone f o r memo
r i z i n g ) e t c . That is why a teaching is a 
task of a spec ia l MTUL sub-block tha t can 
invoke a l l the program a b i l i t i e s and 
s t a r t s on f i n i s h i n g a seance. The l a t e r 
TULIPS fea tu re , as one can observe, makes 
the program teaching s i m i l a r to human 
s leeping - per iod of s o r t i n g and memoriz
i ng dur ing the day perceived in fo rma t ion . 

The adaptat ion and teaching processes 
may r e s u l t in changing: 1) recomendatione 
on relevance - f o r unchanged data- i tems; 
2) data- i tems as such- I f the f i r s t k ind 
of teaching takes a p lace, TULIPS changes 
e i t he r i m p l i c i t recomendatione - l o c a l i 
za t ion in PSM zones, or e x p l i c i t ones -
R T B * . AS a new CE should be memorized i n 
some zone of PSM and might be marked by 
RTs, the same transformat ions are , as a 
r u l e , performed, the changed CEs being 
memorized. 

TULIPS may lea rn both NL processing 
and n o n - l i n g u i s t i c act ions - in each of 
these spheres the same s t ra teg ies and me
chanisms are used. Thus, i f the program 
obtains unexpected r e s u l t i t i s equal ly 
valuable f o r any sphere o f i t s a c t i v i t y , 
and " f a i l u r e - i n v e s t i g a t o r " may be invoked 
in t h i s case both by SOLV (planned set of 
act ions is imprac t icab le , e .g . ) and by 
ANAL (p red i c t i on is r e j e c t e d ; . 

In the l a t e r case TULIPS searchs f o r 
a " c u l p r i t " . As the program " b e l i v e s " 
user language competency, i t t r i e s to 
adapt a lex icon and grammar. If meta-
grammer - the model of morphological and 
syn tac t i c ru les (each r u l e has a descr ip 
t i o n o f i t s v a l i d i t y and changab i l i t y ) -
a l lows, the appropr iate changes are per
formed. Otherwise the program has to ad
mi t user as a c u l p r i t and to appeal to 
him w i t h a request . 

A seance is over, TULIPS sends new 
NL data i n t o PSM. The concret zones de
terminat ion is guided by meta-grammer: 
i n d i v i d u a l divergences from language 
norms are memorized in p a r t i c u l a r zone 
( f o r a current use r ) , new words and ru les 
may be send i n t o any zone. This s t ra tegy 
al lows the program ( l a t e r on) to take 
i n t o account features of a current user 
language-model• 

At present TULIPS sucess fu i l y teachs 
both Russian and the r e a l s i t ua t i ons mo
de l act ions in the domaines: 
1) planning act ions (of user) in the 

simplest l i f e s i t u a t i o n s ; 
2) so lv ing of word-formed pr imary-school 

a r i thmet ic problems ( the i n i t i a l ve r 
s ion of TULIPS f o r t h i s domain - the 
APRIL program - is described in [ 6 ] ) ; 

3) Russian-English t r a n s l a t i o n ( the new 
ad hoc vers ion of SYNZ is used). 

These domains having essen t i a l l y d i f f e r 
ent c r i t e r i a o f understanding, f u r t h e r 
experiments are o f s i g n i f i c a n t t h e o r e t i 
ca l i n t e r e s t . To appraise the p r i nc i p l es 
embodied, mechanisms used, and TULIPS 
u n i v e r s a l i t y more prec ise ly the program 
should be taught to work in new more va 
r ious domains. 
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Conclusion 

For TULIPS - as f o r a w i d e l y - o r i e n t 
ed AI system - both the sphere of prob
lem-domains and language subset used 
have, in p r i n c i p l e , no r e s t r i c t i o n s . T h a t 
is why any a p r i o r y embodied knowledge 
can tu rn out i n s u f f i c i e n t . Thus, an a b i 
l i t y to learn knowledge and to memorize 
them f o r fu tu re ( t e a c h a b i l i t y ) proves to 
be a necessary feature of the program. 

* RT markes not only CE as a whole but 
a lso i t s components. The l a t e r ( i n t e r n a l ) 
RTs are taken i n t o account dur ing the 
refinement process. 

400 

1 . 

2 . 

3. 

4 . 

5 . 

6 . 


