
A COLLECTIVE OF ALGORITHMS 

L.A. R a s t r i g l n 
I n s t i t u t e o f E l e c t r o n i c s and Computing Technique, 

Academy of Sc iences, 
R.H. E rensh te in 

Riga Medica l I n s t i t u t e 
R i g a , L a t v i a n SSR,USSR 

A concept of a collective of algo
r i thm is proposed,which solve problems 
from the described set of problems. In 
this case the efficiency of the col lect i 
ve solution over the whole set appears to 
be higher than the best algorithm of the 
collective. Examples of the work of the 
collective of algorithms are given when 
solving problems of pattern recognition 
root determination. 

In the typical problems of the beha
viour synthesis, of the choice for the 
optimal solution, of the selecting the 
best plan ect., the di f f icul ty as a rule 
arises in the choice of the best algo
rithm (in the definite sense) for the 
problem solution from the available set 
of algorithms. In such situation the in 
vention of a new algorithm is not ex
pedient and in any case it is not econo
mical. 

Living beings can effectively solve 
this problem and in typical situation 
they behave by combining algorithms a l 
ready known to them. Let us formalise a 
problem. 

Consider the following rather widely 
spread situation. Let some set ( f in i te or 
inf ini te) of problems of one type {Xi}, 
i=1,2,. . . is given. These problems are 
coded by n parameters 
eaoh problem in the 
ted by the point and the 
whole set of problemsforms tt region Q 

Let also a f in i te set of algorithms 
{A}= {A1,... ,AL} for solving problems I £ Q 
be givin. Eacn of these algorithms A1 ( l -
*1,. . . ,L) solves or does not solve the 
problem X*. The efficiency of solution is 
determinated by some given criterion Qt 
which to the pair I. and A-. relates the q 
number: x 

(1) 
which characterizes the performance of 
the algorithm A-, when solving the problem 

Let us give examples of the problems 
of such kind. The pattern recognition 
problem, where I is a particular pattern 
recognition problem, {A} is a set of re
cognition algorithms, e.g., Bayes method, 
method of potential functions, method of 
perceptron etc., q is a probability that 
recognition is correct.The root determi
nation problem where I is a particular 
function the root of which is to be de-

termined. (A} is a set of a lgor i thms f o r 
determining the r o o t , e . g , , methods of 
tangents, of chords, of dichotomy e t c . , q 
is the number of i t e r a t i o n f o r convergen
ce i n t o £-po in t of a root .The problem 
of the search op t im isa t ion where X is a 
s i t u a t i o n set in the course of op t im isa
t i o n , {A} is a set of the search a l g o 
r i t hms , e . g . , gradient method,random se
arch method e t c . , q is mean increment of 
a f u n c t i o n to be optimized or the number 
of unsuccessful steps. 

The choice of the opt imal a lgor i thm 
f o r so lv ing the problem X i t t h u s , reduses 
to so lv ing the extremum problem: 

It is expedient for solving the set 
problem to consider the use of the me
thods of collective decision making [lt2]. 
Usually we mean by thiB or that form of 
the voting algorithm. To realise the col 
lective solution we ought to solve the 
problem by using each of the available 
algorithms A l fA2 , . . . ,AL (i.e.to>make enu
meration), and then by means of some 
procedure to generalize the individual 
solutions in the collective. The main 
shortcoming of the voting algorithms is 
f i r s t of a l l the potential possibil ity 
of arising an Arrow paradox p] fwhich is 
known in the collective solution theory, 
or nontransitlvity paradox. This paradox 
arises due to contradition of individual 
preferences and then it is impossible to 
work out a generalized solution. Another 
shortcoming of the voting procedures is 
that we are not sure that the solution 
made by the algorithm, separately taken 
from the {A}f in the sense of criterion Q, 
better then the collective solution. 

On the other hand the solving of 
the optimization problem (2) is associ
ated with solving the problem I, only 
once, which makes senseless futher choi
ce of the optimum algorithm because the 
problem is already solved. That is why 
the problem of constructing the func
tion j=f(X), determining the number of 
the optimum algorithm j for the solu
tion of the problem I, Bhould be solved 
without f u l l enumeration. 

The approach proposed in the paper 
allows to eliminate the mentioned short
comings of the voting and the enumerati
on algorithms, although it belongs to 
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algor i thms f o r the c o l l e c t i v e dec is ion 
making,but in the more wide sense. 

The basis of the approach proposed 
is the suggestion tha t in the space of 
problems Rn there are compact p re fe ren
ces regions of a lgor i thms A 1 , A 2 , . . . , A L 
The preference reg ion B i of the a lgor i thm 
A, cons is ts of those problems X i ,in the 
course of the so l u t i on of which the g i 
ven a lgor i thm extremes the given e f f i c i 
ency c r i t e r i o n ( 1 ) : 

Such approach reminds very much of 
a " d i c t a t o r i a l " one, which is known in 
the theory of the c o l l e c t i v e dec is ion 
making and which, as it is known, has no 
n o n t r a n s i t i v i t y paradox [ 2 ] . Each p re fe 
rence reg ion , however, has i t s own " d i c 
t a t o r " , that is why the approach remains 
c o l l e c t i v e . It was shown exper imental ly 
[ 3 - 5 ] , that such way of choice, on the 
average,allows to solve the problem be t 
t e r than the best o f the compet i t ive a l 
gorithms of the set { A } • 

I t i s evident that to r e a l i s e such 
approach i t i s necessary to lea rn to 
construct the estimates of the a lgor i thm 
preference regions and assign the new 
problem X to one of these regions.For 
t h i s i t is expedient to use the known 
learn ing algor i thms [ 6 , 7 ] . 

In the paper as the learn ing a lgo
r i thms modi f i ca t ions of the a lgor i thms 
of the p o t e n t i a l func t ion [6]and the F i x -
Hodges a lgor i thm [7]are proposed.The ba
s i s of any learn ing a lgor i thm " w i t h the 
teacher" is the t r a i n i n g sequence, which 
should consist of problems which are r e 
presentat ives of each preference region 
(3). To form it one should use the a l r e 
ady solved problems, i . e . " the expe r i 
ence" of the algor i thms from the set { A } • 
Let us consider in b r i e f each of the l e 
arn ing a lgor i thms. 

Exper iments were done by us i ng b o t h 
the model and the r e a l r e c o g n i t i o n p r o b 
lems. As the model prob lem, the problem 
o f r ecogn i z i ng two c l a s s e s , t h e d e v i d i n g 
su r face between which is n o n l i n e a r , was 
cons ide red . The d i m e n s i o n a l i t y of the 
space R was equal to two. As the compe
t i t i v e a lgo r i t hms two l i n e a r d e c i s i o n 
r u l e s A- and A2 were chosen. The volume 
of the t r a i n i n g sequence was equal to 
1 0 0 , f o r the check ing 10 000 r e a l i z a t i o n s 
were examined. As the l e a r n i n g a l g o r i t h m 
i n a l l the r e c o g n i t i o n problems so lved 
the method f o r p o t e n t i a l f u n c t i o n s was 
chosen. 

The t a b l e 1 g ives the va lues of the 
p r o b a b i l i t i e s o f the r e c o g n i t i o n e r r o r 
by UBing each o f the r u l e s , t h e c o l l e c t i 
ve of the r u l e s and the method of po
t e n t i a l f u n c t i o n s . 
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This problem appears to be the most 
re levant f o r the use of the approach 
proposed. The case is that there is no 
necessi ty to spec ia l l y form the problem 
space R ,such space is the property spa
ce. Each object in t h i s space represents 
a narrow recogn i t ion problem.As f o r c r i 
t e r i o n Q , i t was said above that i t means 
a cor rec t recogn i t ion of the given o b j 
ec ts . 



I t f o l l o w s f r o m t h e t a b l e t h a t t h e 
p roposed approach i s advantageous b o t h 
as to each o f t h e a l g o r i t h m s and as to 
t h e known a l g o r i t h m s o f p o t e n t i a l f u n 
c t i o n s . The ana logous c o n c l u s i o n can be 
done a l s o f r o m the f o l l o w i n g e x p e r i m e n t . 

A p rob lem o f r e c o g n i z i n g a c c i d e n t 
s i t u a t i o n s i n t h e e l e c t r i c and e n e r g e t i c 
sys tem i s s e t * The a c c i d e n t s i t u a t i o n i n 
t h e e l e c t r i c and e n e r g e t i c sys tem happens 
most f r e q u e n t l y due t o r e d i s t r i b u t i o n o n 
t h e power f l o w o v e r t h e t r a n s m i s s i o n l i -
n e s , t h e a c c i d e n t f l o w o f t h e a c t i v e power 
exceed ing the a d m i s s i b l e l e v e l o f t he 
t r a n s m i e s i v e c a p a c i t y o f t h e g i v e n t r a n s 
m i s s i o n l i n e . The p r o p e r t y space c o n s i s t s 
o f 6 measurements , the volume o f t h e t r a i 
n i n g sequence i s e q u a l t o 100, f o r c h e -
k i n g 330 r e a l i z a t i o n s a r e examined . A s e t 
{A} c o n s i s t e d o f 6 l i n e a r d e c i s i o n r u l e s . 
I n t h e t a b l e 2 t h e r e s u l t s o f t h i s p r o b 
lem s o l v i n g by a s e r i e s o f c o n v e n t i o n a l 
a l g o r i t h m s and b y t h e men t i oned c o l l e c 
t i v e o f r u l e s a r e g i v e n . 

The t h i r d experiment considers the 
case when elements of the set {A} are 
not formal ized. This case corresponds to 
the c o l l e c t i v e o f s p e c i a l i s t s , i n t h i s 
example i t is an a r t i f i c i a l l y formed con
s i l i u m . The organized consi l ium was s o l 
v ing the problem of recogniz ing the myo
ca rd i a l i n f a r c t i o n using EGG. The tab le 3 
gives the resu l t s of the work of each of 
the spec ia l i s t s as we l l as the q u a l i t y of 
so lu t ion obtained by means of the propo
sed approach and the vo t ing a lgor i thm. 

This problem is set in the f o l l o w i n g 
way. A set { A } is g iven, which cons is ts 
of four elements: A- is a dichotomy meth
od, A„ is a method of chords, A3 is an 
i t e r a t i v e method, An 4 is a tangentmethod. 
The problem BpaceR cons is ts of the raea-
surments of the f unc t i on values w i t h the 
d e f i n i t e values of an argument. The d i 
mensional i ty of t h i s space was equal to 5. 
For learn ing and checking a spec ia l p rog
ramme generated func t ions of one c lass . 
The t r a i n i n g sequence consisted of 100 
r e a l i z a t i o n s , checking one - of 250 r e 
a l i z a t i o n s . As the c r i t e r i o n Q the number 
of search steps was chosen. The dec is ion 
as to what a lgor i thm to pre fer was made 
by using the Fix-Hodges method. The num
ber m was found which give the p o s s i b i l i 
ty to lessen the mean number of steps t a 
ken by t h i s a lgor i thm f o r searching roots 
of the checking func t i ons , i . e . t o improve 
the q u a l i t y of i t s performance. Table 4 
gives the resu l t s of the experiments. 

The resu l t s of experiments a l low one 
to made a conclusion that the approach 
proposed i s un ive rsa l . I t i s ev iden t l y 
that the main d i f f i c u l t i e s associated 
w i t h i t s a p p l i c a b i l i t y concerns the fo rm
ing of the space Rn , which is adequate to 
the problem to be solved. 

The approach proposed can be used to 
solve problems of the pa t te rn r e c o g n i t i o n , 
of op t im iza t ion ,o f optimum con t ro l , e t c .On 
the other hand it can be used as a model 
f o r understanding the processes of se lec 
t i n g the behaviour of organisms in the 
t y p i c a l s i t u a t i o n s . In t h i s case the way 
o f i n ves t i ga t i on i s obvious- i t i s neces
sary to describe the space of problems R, 
which are being solved by the o rgan i se 
s ing le out a set of the behaviour a l g o 
r i thms {A} and according to observat ion 
o f the behaviour in d i f f e r e n t s i t u a t i o n s , 
i . e . in so lv ing problems from the set { x } , 
to s ing le out " the competence" reg ion of 
each behaviour a lgor i thm A j , I f these r e 
gions do not i n t e r s e c t , then i t is reaso
nable to suppose that the l i v i n g being in 
se lec t ing the behaviour rea l i zes the a l 
gor i thm described above. 
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