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Abstract 

The paper discusses necessity of stru
cturing a search tree. A theorem is sta
ted that the procedure is the only 
search reduction procedure for non-struc
tured minimay problems. For a class of 
problems structure in some way a non-tri
vial search reduction method is described. 

Introduction 

In most problems of a r t i f i c i a l inte-
llegence an exhaustive search is an im
portant (we think, main) method of choos
ing a solution among certain alternatives. 
The central problem, which arrises here 
is the problem of search reduction without 
prejudice to the quality of solution. A 
search reduction is called absolute if 
the search graph is certainely lessened, 
and it is called heuristic if reduction 
of the search graph depends on the good 
luck. (We do not consider here search 
reduction techniques which may lead to 
the loss of solution, although they are 
sometimes also called heuristic). The 
subject of the theory of exhaustive search 
(considered as part of the a r t i f i c ia l i n 
telligence theory) should be, naturally, 
heuristic search reductions. In this con
nection the following problems arrise: 
the problem of formalisation, the problem 
of inventing a search reduction method, 
(heuristic by i tse l f ) the problem of ana
lysis of a reduction method. A analysis 
consists apparently of the following 
parts: an applicability domain, unique
ness results (under such and such condi
tions no other method exists), results on 
optimal effect, examples of the absence 

of e f f e c t , r e s u l t s on " r e n t a b i l i t y " of a 
method whether the t ime spent to answer 
ques t ion : "To reduce or no t " is saved by 
essen t ia l reduc t ion of the s ize of sear
ched s e t ) . In the present t a l k we ohose 
a simple (but important) case of exhaus
t i v e search - namely minimax problems -
and method as a h e u r i s t i c search reduc
t i o n method, to make a par t of such an 
ana l ys i s . We show tha t if a corresponding 
method is used f o r a too wide class of 
problems, then i t i s the only search 
reduc t ion method f o r t h i s class (more 
p rec i se l y i t majorates a l l other methods). 
A class is too wide i f , roughly speaking, 
the s t ruc tu re of problems of the c lass is 
subject only t o t r i v i a l r e s t r i c t i o n s . 
Example: there is no search reduc t ion 
method appl icable to a l l cooperat ive 
games (a degenerate case, where a l l v e r t i 
ces in the game t r e e are maximal). 

As ph i losoph ica l i m p l i c a t i o n of t h i s 
r e s u l t we conclude tha t to const ruct a 
n o n - t r i v i a l search reduc t ion methods one 
needs to use a s t ruc tu re of a problem, A 
method of search reduc t ion discussed in 
the second par t of the t a l k confirms our 
conc lus ion. I t uses a so r t of symmetries 
of some problems. This agrees w i th the 
P. K l e i n ' s general p r i n c i p l e according to 
which Mathematics s tud ies symmetries of 
the World. (However un l i ke the s i t u a t i o n 
in geometry, in our case those symmetries 
do not form a group). 

I t i s important t ha t t h i s method i s 
compatible wi th the a lgo r i thm and sup
p l i e s essen t i a l l y d i f f e r e n t , a d d i t i o n a l 
p o s s i b i l i t i e s f o r search reduc t i on . This 
method d is t ingu ishes our c lass of prob
lems from e a r l i e r classes of problems w i t h 
r e s t r i c t i o n s ( t r a v e l i n g salesman e t c ) . 
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lowing schema: Let M be a set, possibly 
endowed with a structure of p a r t i a l l y 
ordered set or some other suitable struc
ture. Suppose that a map (structure map) 

is given. Requiring of F 
and f a "good" behaviour with respect to 

and structure on M, we shall get a 
non-trivial restrictions on . A t ra
velling salesman problem is an example. 
We came now to a detailed description of 
an example of conditions on and of 
ways of i ts application to search reduc
t ion. 

These conditions have naturally 
arrisen in analysis of exhaustion of var
iants in a chess programm 
For chess is a move from 
i n i t i a l position of edge to i t s f ina l 
position, considered on the empty board 
and containing a indication of which 
piece was captured; M is the set of a l l 
moves on an empty board with capture i n 
dications. 

306 

Theorem 1 shows (as we have mentioned 
in the Introduction)that new methods of 
search reduction should be sought for 
families distinguished by nontrivial 
relations. 

As an model which ( in a reasonable 
approach) includes a l l non-trivial rest
rictions known to us we propose the f o l -





noted tha t d i f f e r e n t edges are re jec ted 
independently. 
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Besides in the moment of return in a 
vertex one should check whether in 
fluences or not. If it influences 
one should include into search. In the 
contrary 

Theorem 3 permits one to 
consider the search from the vertex under 
condideration as finished. It should be 


