
SYNTHESIS OF LISP FUNCTIONS FROM EXAMPIES 

Abstract 

A system, ca l l ed GAP, which automat ica l ly 
produces LISP func t ions from example computations 
is descr ibed. GAP uses a knowledge of LISP 
programming to i n d u c t i v e l y i n f e r the LISP f u n c t ­
i o n 'obviously ' intended by a given ' i o p a i r ' ( i . e . 
a s ing le input to be presented to the f u n c t i o n 
and the output which must r e s u l t ) . The system 
is w r i t t e n in POPCORN (a CONNIVER-like extension 
of POP2) and represents i t s knowledge of LISP 
p rocedura l l y . 
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GAP can be d is t ingu ished from those 
automatic programmers which deduce the wanted 
program from the g iven d e s c r i p t i o n . These 
r e f l e c t a popular approach to automatic program­
ming and have, t h e o r e t i c a l l y , a number of advan­
tages over GAP. A deductive system can, in 
p r i n c i p l e , produce a cor rect program - one guar­
anteed to meet i t s s p e c i f i c a t i o n . Furthermore, 
such a system can, i f i t contains a complete 
proof system, produce any program which can be 
described t o i t . I f the desc r ip t i on language 
uaed is general say, f i r s t order predicate c a l ­
culus - then the automatic programmer w i l l be 
genera l . Un fo r tuna te ly , most theorem provers 
are not very powerfu l and t h i s l i m i t s the s ize 
o f program which can be w r i t t e n . This disadvan­
tage can be overcome, to an ex ten t , by a l low ing 
the proof system to employ knowledge in the form 
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of ' c o n t r o l ' statements which embody an under­
standing of how to achieve proofs in the domain of 
program w r i t i n g . A more important c r i t i c i s m of 
deduct ive automatic programming is tha t the wanted 
program must be completely s p e c i f i e d . This can be 
as d i f f i c u l t , and as e r r o r prone, as a c t u a l l y 
w r i t i n g the wanted program- For example, the 
f u n c t i o n intended by i o p a i r (1 ) i s descr ibed i n 
the f i r s t order predicate ca lcu lus as: 

and t h i s is barely simpler than the corresponding 
LISP f u n c t i o n . 

GAP is w r i t t e n in POPCORN (5) an extension of 
P0P2 (3) tha t provides some of the features of 
CONNIVER (9 ) . The program contains a number of 
h e u r i s t i c rout ines embodying knowledge about 
var ious program achemas f o r LISP expressions. When 
GAP is presented w i t h an i o p a i r these rou t ines 
examine i t f o r 'cues' which suggest hypotheses 
about the form of the wanted express ion. If an 
hypothesis seems p a r t i c u l a r l y promising i t i s 
examined in great d e t a i l by a deductive LISP 
system which attempts to v e r i f y and complete i t . 

The cue seeking rout ines are stored in the 
POPCORN data base, making the add i t i on of new 
h e u r i s t i c s extremely easy as the remainder of the 
program need not be a l t e r e d . It can be seen t h a t 
the d e t a i l e d f low of c o n t r o l w i l l depend on minor 
vagar ies of the data base c o n t r o l l i n g r o u t i n e s . 

The complete program occupies less than 35K 
words of core on a PDP-10. It takes two or three 
seconds of CPU time to code the example given 
e a r l i e r . 

In Sect ion Two I exp la in how GAP works, 
i l l u s t r a t e d by a few simple examples; in Sect ion 
Three there is a b r i e f d iscuss ion of the LISP 
system and in conclusion I p o i n t out some s h o r t ­
comings of the program and describe ways it could 
be improved. 

Steven Hardy 
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Once GAP has dec ided t h a t an i o p a i r is of type 
BUILD the e x p r e s s i o n i s found by exhaus t i ve search 
- though ordered to f a v o u r exp ress ions u s i n g 
APPEND. 

How the schemas are used 

It would be possible to represent these 
schemas expl ic i t ly within the computer and GAP 
could write functions by enumerating possible 
expressions unt i l one was found which included 
the given iopair, and, even though the schemas 
are not expl ic i t ly stored, GAP can effectively do 
th is , using the LISP system described in Section 
Three. Whilst this method of program writing is 
appropriate on problems with small search spaces 
- for example, expressions of type PARTOF - it 
becomes incredibly slow as the complexity of the 
problem rises. The cue-seeking routines suggest 
l ike ly replacements for parts of the FORM schema 
(the most general) and 30 cut the search space. 
The heuristics used are best explained by 
following GAP!s progress as it writes several 
functions. 

When GAP is presented with an iopair it tr ies 
to f ind an expression which, when evaluated with 
an a l is t bui l t up from the inputs to the iopair, 
produces the output of the iopair. This expres­
sion is then converted to a function and printed 
to the user. When given the iopair: 
(A B C D) => = ((A) (B) (C) (D))) GAP tr ies to 
f ind an expression evaluating to ((A) (B) (C) (D)) 
with the al ist ((X.(A B C D))). I n i t i a l l y a l l 
that is known of the expression is that it is of 
type FORM - the most general type. One cue 
noticed in this case is that the length of the 
output is an integral number of times the length 
of an input. (In this case, equal to that of the 
only input.) This would be the case if the expr­
ession were an application of a < LISTFN ) whe re 
the expressions <FORM X > are replaced by (LIST 

<FOWl X> <FOm X>) and where the expression 
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The expression actually chosen is completely dete­
rmined by the recursion line of the function - the 
test is designed to prevent it causing an error. 
NIL, the 'boundary condition1 imposed upon the 
schema is then a reasonable f ina l value for the 
schema. 



<PARTOF X> is replaced by (CDR I ) . Such a*LISTFN> 
is c a l l e d a CDR-loop. One of the hypotheses sug­
gested by the cue seeking rou t ine i s : 

(APPEND(LIST< FORM X> ) (SELF(CDR X) ) (L IST ) ) 

Other h e u r i s t i c r o u t i n e s , described l a t e r , concur 
w i t h t h i s hypothesis and i t i s se lected f o r d e t ­
a i l e d examinat ion. The expression is opt imised to ; 

(CONS < FORM X> (SELF(CDR X ) ) ) 

and GAP t r i e s to make : 
(LAMBDA (X) (CONS < FORM X > (SELF (CDR X ) ) ) ) X ) 

evaluate to ((A (B) (C) (D) ) . For t h i s to be so 
<FORM X>must evaluate to (A) . GAP solves t h i s 
subsid iary problem by a c a l l on the POPCORN data 
base - and hence a possib le recurs ive c a l l of GAP 
i t s e l f . I f the wanted expression i s not a l ready 
known the i o p a i r : (A B C D) => = (A) is examined 
and one rou t ine decides i t is o f type BUILD. I t 
does t h i s by counting the atoms in the o u t p u t , 
ge t t i ng the l i s t (1 0 0 0) (meaning 'A' occurred 
once and ' B ' , 'C' and 'D' not at a l l ) . The rou t i ne 
expects t ha t i f the expression being coded c a l l s a 
recurs ive f unc t i on then there should be some p a t ­
t e rn in t h i s l i s t . I t can ' t f i n d any and so the 
expression is coded by the rou t ine responsible f o r 
producing expressions of type BUILD, which produces 
(LIST(CAR X ) ) . 

GAP deduces tha t the hypothesised recurs ion 
l i n e would ' exp la in ' the output i f (SELF NIL) eva­
luated to NIL - t h i s suggests t ha t < TESTS X> 
evaluates to 'T' when X is NIL. However, GAP 
'knows' tha t the te rmina t ing cond i t i on of many 
i t e r a t i v e loops -<LISTFN>s embody an e s s e n t i a l l y 
i t e r a t i v e process (8) - is such t h a t one more 
i t e r a t i o n would have caused an e r r o r . 

To apply t i l l s knowledge GAP f i nds the ' m i n i ­
mumrvalue o f X i f the recurs ion l i n e i s no t to 
cause an e r r o r . In t h i s case X must be a pa i r -
since bo th CAR and CDR are app l ied to it - and so 
an appropr iate TEST is (ATOM X ) . GAP i n s e r t s t h i s 
i n t o the <LISTFN> schema and checks tha t (SELF NIL) 
does a c t u a l l y evaluate to NIL. This type of r e d ­
undancy provides a use fu l consistency check. 

then one of the cues noted would have been t h a t the 
length of the output is p r o p o r t i o n a l to N#(N+1)/2, 
where N is the l eng th of an i n p u t . This can happen 
when a CDR-loop f u n c t i o n c a l l s another as a sub­
r o u t i n e . For t h i s i o p a i r , t h e r e f o r e , one of the 
hypotheses generated i s t h a t the f i r s t f o u r elem­
ents of the output should be s p l i t o f f and an exp­
ression eva luat ing to tha t segment be found to 
replace the f i r s t <FORM X > in the < IISTFtO schema. 
Once t h i s has been done the expression is completed 
in a s i m i l a r way to the l a s t example. 

A common method of problem so lv ing is f i n d 
some hoinomorphicmapping of the problem, w i t h a 
smaller search space, which can be eas i l y solved 
to provide a plan f o r the so lu t ion of the main 
problem. This technique has been used by a number 
of researchers, notable ( 1 ,6 ,2 ,11 ) . GAP appl ies 

t h i s method of problem so lu t i on when { resented 
w i th an i o p a i r w i t h more than one i n p u t . Many 
funct ions o f m u l t i p l e inputs produce t h e i r output 
by i n t e r l e a v i n g t h e i r inputs in some way. I f , 
t h e r e f o r e , GAP f i nds f o r each element of the o u t ­
put from which inpu ts they have drawn atoms, i t 
may be able to recognise some p a t t e r n in the resu ­
l t i n g ' o r i g i n l i s t ' . Consider the i o p a i r : 

The cues described so f a r have to generate a 
number of hypotheses as they cannot d i s t i n g u i s h 
whether atoms from the ' f r o n t ' of the inputs occur 
at the f r o n t or back (or bo th ) of the ou tpu t . I f 
we give GAP an i o p a i r w i t h one i n p u t , of l eng th 
f o u r , and an output of length e i gh t then three 
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r e c u r s i o n l i n e hypotheses w i l l b e genera ted b y the 
cue f i r s t d e s c r i b e d i n t h i s s e c t i o n . These hypo ­
theses can be r e p r e s e n t e d : 

(However, these hypotheses are n o t generated 
s i m u l t a n e o u s l y ; no t u n t i l t he most l i k e l y a l t e r n ­
a t i v e ( the f i r s t ) i s r e j e c t e d are the o t h e r poss ­
i b i l i t i e s s u g g e s t e d . ) 

GAP needs a cheap way oi" r e j e c t i n g the i n c o r ­
r e c t hypo theses . One way o f do ing t h i s i s to 
r ep lace the atoms in the o u t p u t by numbers r e p r e s ­
e n t i n g which e lement o f an i n p u t they came f r o m . 
The 'number l i s t ' f o r t he i o p a i r : 

is (1 1 ? 2 3 3 44). As the 'average ' atom in 
the i n p u t s t o the r e c u r s i v e c a l l o f the f u n c t i o n i s 
h i g h e r than the average atom in the o r i g i n a l 
i n p u t s the average f o r t h a t segment o f the o u t p u t 
a l l e g e d l y due t o the r e c u r s i v e c a l l o f the f u n c t i o n 
shou ld be h i g h e r than t h a t f o r t h e whole o u t p u t -
i f t h i s i s n o t s o the h y p o t h e s i s i s r e j e c t e d . This 
h e u r i s t i c w i l l r e j e c t the two i n c o r r e c t hypotheses 
above. 

A d d i t i o n a l i n f o r m a t i o n can be found by suppo­
s i n g t h a t the wanted f u n c t i o n r e c u r s on the CDR of 
some i n p u t and o the rw i se refers only to the CAR of 
t h a t i n p u t . I f t h i s i s s o i t m i g h t b e p o s s i b l e t o 
s p l i t t h e o u t p u t i n t o t h r e e segments the o u t e r 
ones c o n t a i n i n g no atoms f rom the CDR of the 
r e l e v a n t i n p u t , and the i n n e r segment, h o p e f u l l y 
due t o the r e c u r s i v e c a l l o f the f u n c t i o n , c o n t a i n ­
i n g none f rom the CAR. Of c o u r s e , t he re w i l l 
u s u a l l y be s e v e r a l p o s s i b l e s p l i t t i n g s . For the 
i o p a i r : (A B C D) && "Q l" -> = ( D Q C Q B Q A Q ) 
the r o u t i n e embodying t h i s h e u r i s t i c w i l l s u g g e s t : 

N I L , (D Q C Q B Q ) , (A Q) and N1L,(D Q C Q B ) , 
(Q A Q ) ) 

When used i n c o n j u n c t i o n w i t h o t h e r r o u t i n e s , 
t h i s h e u r i s t i c , d e s p i t e i t s s imp le -m indedness , 
makes a v a l u a b l e c o n t r i b u t i o n t o t h e s e l e c t i o n o f 
t he c o r r e c t h y p o t h e s i s . 

The reader w i l l have n o t i c e d t h a t many o f the 
cue -seek ing r o u t i n e s appear r e d u n d a n t ; s e v e r a l 
can (and do) suggest the same h y p o t h e s i s . T h i s 
redundancy p r o v i d e s the b a s i s o f the approach 
taken to h y p o t h e s i s g e n e r a t i o n . Par t o f GAP, 
c a l l e d the ' r e s e a r c h d i r e c t o r ' , m o n i t o r s the 
h y p o t h e s i s g e n e r a t i o n p r o c e s s . I f t h i s sees t h a t 
a h y p o t h e s i s i s p a r t i c u l a r l y popu la r i t i n t e r r u p t s , 
and t e s t s the p r o m i s i n g c a n d i d a t e . Should t h i s be 
u n s u c c e s s f u l i t a l l o w s hypo thes i s g e n e r a t i o n t o 
c o n t i n u e . Some c u e - s e e k i n g r o u t i n e s n o t i c e 
f a i l u r e o f t h e i r hypotheses and produce f r e s h 
a l t e r n a t i v e s . Should t h e r e be no e s p e c i a l l y 
popu la r h y p o t h e s i s , the r e s e a r c h d i r e c t o r e x h o r t s 
the cue -seek ing r o u t i n e s t o ' t r y h a r d e r ' ; o n 
r e c e i p t o f t h i s message the r o u t i n e s re lease 
hypotheses p r e v i o u s l y cons ide red to have too 
l i t t l e s u p p o r t i n g e v i d e n c e . Th i s same message 
causes the r e c u r s i o n l i n e s : 

to be hypo thes i zed so t h a t , i f d e s p e r a t e , GAP can 
search b l i n d l y for a s o l u t i o n J 

For a system l i k e GAP, wh ich a t tempts to 
w r i t e f u n c t i o n s by a s s o c i a t i n g an i o p a i r w i t h a 
p a r t i c u l a r programming c o n s t r u c t , i t i s n a t u r a l t o 
ask what must be done to i n c l u d e a new c o n s t r u c t . 
The h e u r i s t i c r o u t i n e s d e s c r i b e d s o f a r a re a l l 
concerned w i t h f u n c t i o n s of t y p e < L I S T F N > , and I 
have d e l i b e r a t e l y o m i t t e d r e f e r e n c e s t o t h e 
r o u t i n e s f o r f u n c t i o n s o f type <FLATFN> and 
<TREEFN> . Th is r e f l e c t s the h i s t o r i c a l d e v e l o p ­
ment o f t h e program - r o u t i n e s f o r these two t y p e s 
were added to the wo rk ing system w i t h o n l y m i n o r 
m o d i f i c a t i o n s b e i n g r e q u i r e d . 

In one sense , the a d d i t i o n of a new schema is 
t r i v i a l - we need o n l y add a r o u t i n e to the d a t a 
base wh ich b l i n d l y t r i e s the new schema on a l l 
i o p a i r s p resen ted f o r h y p o t h e s i s g e n e r a t i o n . Such 
a r o u t i n e can be added in a m a t t e r of m inu tes -
b u t u n l e s s h e u r i s t i c r o u t i n e s are added t o c o n t r o l 
the use o f the new schema GAP w i l l ge t i n v o l v e d in 
huge u n c o n t r o l l e d searches (which w i l l , o f c o u r s e , 
e v e n t u a l l y be s u c c e s s f u l ) . As an example of s\ich 
a l a r g e s e a r c h , the v a l i d a t i o n o f t h e h y p o t h e s i s : 

Other r o u t i n e s added to c o n t r o l the new schema 
recogn ise the concepts of ' t r e e n e s s ' , when GAP 
dec ides t h a t the i n p u t t o a n i o p a i r i s a t r e e i t 
can i gno re the < LISTFN > o p t i o n f o r < FORM X> . An 
e x t e n s i o n o f the ' a v e r a g e ' atom h e u r i s t i c 
desc r i bed e a r l i e r de termines the choice o f 
r e c u r s i o n f o r these tw o schemas and f i n a l l y an 
e x t e n s i o n o f t h e l e n g t h h e u r i s t i c r ep laces t h e 

243 



Section Three - The LISP System 

As the reader has seen, the hypotheses made 
by GAP take the form of expression schemas. GAP 
w i l l usua l l y know to what such an expression is to 
evaluate but not necessar i l y the value of the 
va r iab les it conta ins (since they may be the 
unknown inputs to a recurs ive c a l l ) . 

To assess the v a l i d i t y of such hypotheses GAP 
uses a spec ia l purpose LISP theorem prover . At 
i t ' s s implest t h i s takes a LISP expression and i t ' s 
a l leged value and deduces the values of va r iab les 
contained in the express ion. I c a l l t h i s ' a n t i -
eva luat ion ' to emphasize the cont ras t w i t h the 
deduction performed dur ing LISP e v a l u a t i o n . 

A LISP i n t e r p r e t e r embodies the ru les f o r the 
eva lua t ion of LISP in a way tha t a l lows a t i g h t l y 
con t ro l l ed deduct ion . This suggests the p o s s i b i l ­
i t y of an ' a n t i - i n t e r p r e t e r ' which, when appl ied 
to an expression and i t s value re tu rns possible 
sets of va r iab le b ind ings . A LISP f u n c t i o n , 
normal ly regarded as a program to compute some 
r e s u l t from some arguments, could be viewed as an 
ant i -L ISP f unc t i on to compute the arguments from 
the r e s u l t : 

There are a number of problems w i t h the 
invers ion of computable funct ions (7 ) - In general 
there can be any number - perhaps i n f i n i t e , perhaps 
zero - of possible inputs t ha t map onto a given 
ou tpu t . (Ant i -eva lua t ion i s a p a r t i a l r e l a t i o n , 
not a t o t a l f u n c t i o n . ) I f an expression to be 
ant i -eva luated contains cond i t i ona l expressions 
the a n t i - i n t e r p r e t e r must search to f i n d which 
a l t e r n a t i v e s could have been taken. (The c o n d i t ­
i o n a l expression in LISP can be thought of as a 
non-determin is t ic statement (1 ) in an t i - L ISP . ) 
An a d d i t i o n a l problem is tha t in fo rmat ion about a 
v a r i a b l e ' s value i3 b u i l t up gradua l ly dur ing a n t i -
eva lua t ion - :n normal eva luat ion we know the 
value completely at a l l times and can eas i l y 
represent it by an i tem on an ALIST. 

GAP'S a n t i - i n t e r p r e t e r must also cope w i t h 
incomplete expressions. I f i t deduces the value 
of an expression < SCNETYPE X> it c a l l s upon GAP to 
w r i t e su i tab le code; f o r example i f t o l d t h a t 
(APPEND X <PARTOF X> ) evaluates t o ( A B C D B C D ) 
i t deduces tha t one p o s s i b i l i t y is X = ( A B C D ) , 
^PARTOF X > = (CDR X ) . 

Because o f i t s c r u c i a l r o l e i n v a l i d a t i n g 
hypotheses the a n t i - i n t e r p r e t e r should be quick -
even at the cost of incompleteness and i n c o n s i s ­
tency . The search s t ra tegy used, and the rep res ­
en ta t ion f o r va r iab le values are both qu i te weak. 
They a re , however, adequate f o r GAP's purposes. 
( In genera l , such an approximate 'm ic ro - theory ' 
(10) w i l l be of much greater p r a c t i c a l use than a 
complete theory hundreds of times s lower ) . 

Sect ion Four - Conclusions 

A major c r i t i c i s m of GAP is t h a t the way i t 
forms and represents hypotheses is almost t o t a l l y 
ad-hoc. This has two i m p l i c a t i o n s . F i r s t l y , the 
u n s k i l l e d user cannot understand the system's 
reasoning and t h i s makes i t impossible f o r him to 
con t r ibu te to hypothesis fo rmat ion by supply ing 
any in fo rmat ion other than a s i ng le i o p a i r - which 
i s , o f course, i n s u f f i c i e n t t o descr ibe the major ­
i t y of LISP f u n c t i o n s . If GAP used some w ide ly 
known language ( l i k e LISP or p red ica te c a l c u l u s ) 
to represent all f a c t s and hypotheses a much 
r i che r i n t e r a c t i o n w i t h the user would be p o s s i b l e . 
For example, the system could ' t h i n k a loud ' w i t h 
the user i n t e r r u p t i n g or answering quest ions as 
necessary. 

The second defect is more fundamental . Most 
of GAP's knowledge of programming consis ts of 
f unc t i on schema's and associated cue-seeking 
r o u t i n e s . Ihese cue-seeking r o u t i n e s , i t w i l l b e 
r e c a l l e d , assess which schema should be i n s t a n t ­
i a t e d to r e a l i s e a p a r t i c u l a r i o p a i r and suggest 
l i k e l y replacements f o r the ' s l o t s ' o f the schema. 
U i i s knowledge is ' heav i l y compi led ' i n to POPCORN 
methods so tha t to add new h e u r i s t i c s or schemas 
one must, at l e a s t , be able to program in POPCORN. 
Furthermore since t h i s knowledge is almost 
t o t a l l y uns t ruc tu red , as the number of such f r a g ­
ments of knowledge r i ses so does the d i f f i c u l t y 
in avoid ing undesirable i n t e r a c t i o n s between 
h e u r i s t i c s . For example, a f t e r adding < TREEFN > s 
and<FLATFN> s to the system I found tha t 
h e u r i s t i c s spec i f i c t o<L lSTFN>s were i n c o r r e c t l y 
prevent ing the new schemas being t r i e d on some 
i o p a i r s . 

The s ign i f i cance of t h i s can be seen by 
consider ing the cur ren t vers ion of GAP's behaviour 
on i o p a i r s such as: 

It could not produce the f a m i l i a r ASSOC and UNION 
func t i ons because these are not i n s t a n t i a t i o n s of 
known schemas - but there is no way f o r the user 
to t e l l GAP the appropr iate schemas, nor , i f he 
cou ld , how to use theml 
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