
Abstract 

This paper describes a context mechanism 
f o r a natura l language understanding system. 
Since no sentence is ever perceived outs ide 
some con tex t , i t is reasonable to inqu i re i n t o 
the nature of context as i t a f fec ts the i n t e r ­
p re ta t i on of sentence meaning at a deep concep­
tua l l e v e l . A theo ry , ca l l ed conceptual oyer-
l ays, is descr ibed. This theory (1) def ines 
C(T1 , . . . , T i ) , the context es tab l ished by the 
meaningful sequence of thouqhts T1 T j: (2) 
def ines I (T j + 1 , C(T1 , . . . T j ) ) , the h igh - l eve l 
i n t e r p r e t a t i o n of T i+ i in the context estab­
l i shed by T i , . . . , T i ; and (3) spec i f i es an e f f ­
ec t i ve a lgor i thm and data s t ruc tu re f o r com­
put ing I ( t , K ) f o r a r b i t r a r y thought T in con­
t e x t K. In p a r t i c u l a r , a prototype LISP system, 
EX-SPECTRE-1, which solves simple cases of 
I(T2 . ,C(T1)) is descr ibed. The system is based 
on an expec tancy / f u l f i l lmen t paradigm. Expectan­
cies are spontaneously ac t i va ted by a p a t t e r n -
d i r ec ted invocat ion technique. Each expectancy 
i m p l i c i t l y references large chunks of common -
sense a lgor i thms. A c o l l e c t i o n of such i m p l i c i t ­
l y ac t i va ted algori thms cons t i t u tes con tex t , 
and the i n t e r p r e t i v e process is one of i d e n t i f y ­
ing f u tu re input as steps in these a lgor i thms. 
Context swi tch ing and uses of I (T ,K) in a lang­
uage comprehension system are discussed. 

I n t roduc t i on 

The goal of t h i s research is to synthesize 
a domain-independent theory of how con tex t , 
s p e c i f i c a l l y expectancy, in f luences percept ion 
and i n t e r p r e t a t i o n of natura l language meaning 
s t i m u l i . I want here to examine the spec i f i c 
problem of i n t e r p r e t i n g act ions in con tex t , and 
to describe a general t h e o r e t i c a l approach to 
i t s s o l u t i o n , because I be l ieve many of the i s s ­
ues of t h i s s p e c i f i c problem overlap w i th the 
Issues of most o ther problems of context . 

The statement of the task of i n t e r p r e t i n g 
act ions in context can be formulated as f o l l o w s : 
Given a "meaningful" sequence, T1 Tj , of 
s y n t a c t i c a l l y , r e f e r e n t i a l l y and conceptual ly 
unambiguous sentences ( a c t u a l l y , the sequence 
of thoughts under ly ing them, expressed in some 
meaning formalism) , assign a meaning i n t e r p r e -

* There w i l l be many i n t e r e s t i n g i n t e r r e l a t i o n ­
ships between the present theory and the pro­
cesses by which meaning is ex t rac ted from r e a l -
wor ld sentences and percept ions which conta in 
s y n t a c t i c , r e f e r e n t i a l and conceptual ambigui­
t i e s . The assumption made here tha t sentences 
are unambiguous helps separate the in f l uence of 
context from the inf luences of the various other 
processes. 

t a t i o n to the 1+1st s i m i l a r l y unambiguous sen­
tence 1n a way which e luc idates i t s r e l a t i o n s h i p 
to the con tex t , or s i t u a t i o n , es tab l ished by 
T ] T j . 

This task engages fou r issues: (1) What is 
a reasonable d e f i n i t i o n o f C ( T ] , . . . , T j ) , the 
context estab l ished by T ] Ti? (2) What is 
a meaningful d e f i n i t i o n of I ( T , K ) , the i n t e r p r e ­
t a t i o n of sentence T in context K? (3) What is 
the ro le o f in ference in the contextual i n t e r ­
p re t i ve process (and at what po in t and to what 
r ichness are inferences made)? (4) How do con­
texts beg in , s w i t c h , end and i n te rac t? This 
paper concentrates on (1) and ( 2 ) , descr ib ing a 
method and a prototype system, EX-SPECTRE-l, 
f o r ob ta in ing I (T2,C(T- | ) ) , where T2 describes 
some v o l i t i o n a l ac t ion by an actor who is ac t ­
ing in the context estab l ished by T1 . 
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I t i s f e l t tha t the s p e c i f i c mechanisms under­
l y i ng these four v a r i e t i e s of binary and t e r ­
nary i n t e r a c t i o n w i l l prove to be c h a r a c t e r i s t i c 
of many other con tex t - re la ted mechanisms. At the 
t ime of w r i t i n g , EX-SPECTRE-l has met the f i r s t 
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and second goals f o r r e s t r i c t e d examples. 

Background 

The present theory of conceptual over lays 
1s the next step 1n the development of the model 
of memory and in ference described in (R1) and 
(R2), which proposed tha t a spontaneous, non-
goa l -d i rec ted substratum of language-indepen­
dent in ference is r e q u i s i t e to even the s imples t 
forms of language comprehension. As w i l l be 
ev iden t , the present theory of overlays is in 
accord w i t h the phi losophy verba l i zed by Abel son 
in (A1) and by Minsky in (Ml) tha t perceptions 
and events can be i n te rp re ted only w i t h i n r e l ­
a t i v e l y l a rge "themes" (Abelson) or "frameworks" 
(Minsky) . The theory also re la tes to the idea of 
a "demon", used by Charniak in ( C I ) , and t i e s in 
c lose ly w i t h the goals of Schmidt's model of per­
sonal causation (S3) , which deals w i t h some of 
the same issues from the po in t of view of soc­
i a l psychology. 

Conceptual Overlays 

For the sake of concreteness, acknowledging 
the p o t e n t i a l loss o f g e n e r a l i t y , i t w i l l be 
usefu l to thread the d iscuss ion through the de­
t a i l s of one p a r t i c u l a r example. At leas t t h i s 
w i l l connote the main ideas of the theory. The 
example w i l l be the one used e a r l i e r : 

T 1 : Pete s t o l e Jake's c a t t l e . 
T2: Jake saddled h is (Jake 's ) horse. 

The goal 1n th i s example w i l l be to exp la in how 
Jake s saddl ing his horse might r e l a t e to Pete's 
act of t h e f t . The t h e o r e t i c a l s e t t i n g 1s a con­
ceptual memory of the s o r t described in (Rl) and 
(R2), which receives as i t s input meaning graphs 
which have been constructed from input sentences 
by an autonomous parser of the s o r t described by 
Riesbeck in (R4), and which contains the low-
leve l in ference r e f l e x mentioned above. In order 
to communicate some representat ion- independent 
i deas , most problems of meaning representa t ion 
w i l l be unabashedly ignored by using Eng l ish­
l i k e n o t a t i o n . I t is assumed tha t a su i t ab l y ex­
pressive system of representat ion (such as 
Schank's Conceptual Dependency (S2)) is used 
throughout. 

To begin w i t h , we would expect reasonable 
i n t e r p r e t a t i o n s of t h i s example to fo l l ow the 
l i n e s : "Jake is going a f t e r Pete to get his ca t ­
t l e back," or "Jake is going i n t o town to see 
the s h e r i f f . " These i n t e r p r e t a t i o n s r e l a t e to 
t h i s s p e c i f i c T2 . Of course, there could have 
been a l i m i t l e s s range of o ther T 2 ' s in place 
of t h i s p a r t i c u l a r one: "Jake sat down and wept" 
"Jake took out h is r i f l e , " 'Jake smirke- j ," "Pete 
was ar rested next day," "Jake l ingered over h is 
morning cof fee in deep thought , " "Pete ce leb ra t ­
ed , " and so f o r t h . The important t e s t of the 
theory is tha t i t be able to r e l a t e these as 
w e l l . The requirement of the theory is the re fo re 
t ha t i t provide a format wherein general expect­
ancies can be mainta ined, p rov id ing enough imp­
l i c i t s l o t s so tha t very d iverse subsequent i n ­
put can f i t l a t e r . Hence the term "over lay" has 
been used to suggest a superimposable piece of 
ce l l u l ose w i th boxes drawn on i t which say: " I f 
you see such-and-so occur , here is where i t f i t s 
i n t o the la roer scneme of th ings at the moment." 

Act ion Overlays 

E n t i t i e s ca l l ed ac t ion overlays are the 
vehic les f o r s t o r i n g and organiz ing bundles of 
expectancies. An ac t ion ove r l ay , A, is a data 
s t ruc tu re cons is t i ng of f i v e components: (1) a 
set of i n t e r c e p t o r s , 1A , (2) a universe of pot ­
e n t i a l expectancies , EA, (3) an expectancy s e l ­
ector f u n c t i o n , S A , (4) a set of over lay sw i t ch ­
ers , WA, and (5) a set of te rmina t ion hand le rs ! 
HA. F i g . 1 shows an ac t ion over lay which re la tes 
to acts of t h e f t . F i g . 2 is the corresponding 
LISP data s t r u c t u r e in use by EX-SPECTRE-1. (Re­
c a l l t h a t , i n p r i n c i p l e , the E n g l i s h - l i k o nota­
t i o n now in use w i l l even tua l l y be replaced by 
a formal system.) 

In terceptors 

The set of i n t e r c e p t o r s , 1A, spec i f i es con­
ceptual pat terns which can t r i g g e r the ac t ion 
ove r l ay . A, of which they are a p a r t . As each 
new i n p u t , T, a r r i ves in the system ( e i t h e r from 
the sentence analyzer d i r e c t l y , or as an i n f e r ­
ence from the in ference component of the over lay 
system), the in te rcep to rs of every i n a c t i v e ac­
t i o n over lay in the system are compared to T. I f 
a t leas t one i n te rcep to r is s a t i s f i e d , the over­
lay becomes a c t i v e . The process of ac t ion over­
lay a c t i v a t i o n in EX-SPECTRE-1 is t he re fo re a 
pa t t e rn -d i r ec ted invocat ion scheme. 

There w i l l be qu i t e a large number of ac­
t i o n overlays in a f u l l - s c a l e system, each d e a l ­
ing w i th some r e l a t i v e l y narrow s i t u a t i o n and 
i t s re la ted expectancies. Because of t h i s , and 
since s i t u a t i o n desc r ip t ions w i l l f r equen t l y 
ove r l ap , more than one ac t ion over lay w i l l gen­
e r a l l y be found app l i cab le to a given i n p u t , 
meaning that several s i t u a t i o n s are in progress 
s imul taneously . As w i l l be seen, m u l t i p l e over­
lays exert t h e i r i n f l uence concurrent ly on sub­
sequent i npu ts . 

In the over lay of F ig . 2, only one i n t e r -
ceotor has been inc luded. When the input 

(PETE STEAL CATTLE FROM JAKE) 

a r r i v e s , t h i s over lay is ac t i va ted in EX-SPECTRE 
1. A c t i v a t i o n begins by b ind ing X to PETE, Y to 
CATTLE, Z to JAKE, and H to the e n t i r e p a t t e r n 
f o r l a t e r reference in the se lec to r f u n c t i o n . 

Po ten t i a l Expectancies 

EA , the universe of po ten t i a l expectanc ies , 
is a se t of "what next" descr ibers which enum­
erates at a high d e s c r i p t i v e leve l the universe 
o f a c t i v i t i e s which might possib le f o l l ow the 
t r i g g e r i n g input w i thou t " v i o l a t i n g the s p i r i t " 
of the over lay (and hence cause a swi tch to an­
other ac t ion o v e r l a y ) . The in format ion in F i g . 2 
associated w i th the fea tu re UNIVERSE comprises 
the set o f p o t e n t i a l expectancies f o r t h i s t h e f t 
over lay . By " v i o l a t e s the s p i r i t " I mean some 
subsequent a c t i v i t y which would cause the com-
prehender to be surp r i sed - something which some­
how deviates from what is normally expected a f ­
t e r a t h e f t . 
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To suggest t ha t the range of poss ib le "what 
next" a c t i v i t i e s can be captured by a r e l a t i v e l y 
s m a l l , enumerable set of expectancies might seem 
u n r e a l i s t i c . I do not se l i eve it i s . To be su re , 
there is an i n f i n i t e ange of "what nexts" which 
i s sure ly impossible to a n t i c i p a t e d i r e c t l y . 
But the obvious phenomenon of comprehension is 
t h a t , given any one of the i n f i n i t e l y many sub­
sequent events which might occur or be described 
nex t , we are usual ly able to say in re t rospect 
"Yes, tha t f i t s here in what I was vaguely ex­
p e c t i n g , and here 's how: . . . " So ra ther than 
cope w i t h d e t a i l , an expectancy should simply 
spec i fy the kinds of a c t i v i t i e s reasonably ex­
pected to f o l l o w . A lgor i thmic knowledge can 

f i l l out the d e t a i l s , as w i l l be shown. An ex-
pectancy simply serves to carve o f f a manage­
able chunk of re levant wor ld knowledge from 
what would otherwise be an enormous, u n r e s t r i c t ­
ed po tpour r i of "what nex t s " . 

Expectancy Selector Function 

The universe of expectancies simply enum­
erates p o t e n t i a l s ; not a l l members of EA w i l l 
be equa l ly app l i cab le across a l l s i t u a t i o n s , and 
w i t h i n a given s i t u a t i o n ( t h a t i s , the p a r t i c u ­
la rs of who s t o l e what from whom), some elements 
of EA w i l l be more s a l i e n t than o thers . Consider 
acts of t h e f t of the form (X STEAL Y FROM Z) . 
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Within th is paradigm there are many specif ic fac 
tors which can assist in the predict ion of the 
relevance of each potent ial expectancy in EA. 
For example, if Z already knows X's i den t i t y , 
then his future ac t i v i t i es should not be expect­
ed to include the determination of X's i den t i t y . 
Likewise, such factors as X and Z's re lat ionship 
(student-teacher, husband-wife, j a i l e r - inmate , 
neighbor-neighbor, e t c . ) , 7's be l ie f about X's 
motivation for the thef t ( i f ascertainable), and 
the re la t i ve value of Y to Z, w i l l a l l be good 
clues for der id ing, say, whether Z can be ex­
pected to attempt a physical get-back of Y from 
X or a psychological re ta l i a t i on against X, or 
both. If some sort of r e ta l i a t i on seems in order 
some notions of degree and kind w i l l be of im­
portance - Jake is less l i ke l y to st ick his ton­
gue out at Pete than to break down his fence! 
Fig. 1 contains a par t ia l l i s t of relevant fac­
tors for the thef t overlay which might be reason­
able to include in a larger system."EX-PECTRE-1 
contains only a subset of these tes ts , as shown 
in Fig. 3. 

The tests of Fig. 3 are made by the expec­
tancy selector funct ion, SA. SA is currently im­
plemented as a "ternary t rans i t i on network", 
serving as a discrimination network. "Ternary" 
refers to the character is t ic that each node in 
the net branches three ways: "yes" , "no" and 
"don' t know". Nodes in the net are memory quer­
ies and each arc has associated with it a set of 
saliency setters - assignment statements which 
specify estimations of the saliency of various 
elements of EA when the arc is fol lowed. A l l sal­
iency estimations are preset to 0.5 out of 1.0; 
the net changes only those for which def in i te 
clues are present one way or another. 

SA is intended to model the phenomenon 
wherein a human comprehender seems to acquire 
some very cu rsory , rough g e s t a l t of the s i t u a ­
t i o n , o r in other words, which expectancies in 
EA are s a l i e n t and which are not . SA the re fo re 
imposes only a rough order ing on EA so t h a t 
those elements presumed most s a l i e n t can receive 
more a t t e n t i o n in subsequent PARTOF searching 
to be descr ibed. An " i n c o r r e c t " judgement of 
sa l iency w i l l in p r i n c i p l e never preclude com­
prehension; i t w i l l s imply increase the process-
ing t ime requi red to d iscover re l a t i onsh ips l a t -
*v on , and perhaps cause an i n a b i l i t y to p re fe r 
one i n t e r p r e t a t i o n over another in a case where 
there are several competing i n t e r p r e t a t i o n s . In 
a sample r u n , EX-SPECTRE-1 produced the sa l iency 
vector ind ica ted by the dashed l ines in F ig . 3 
f o r the t h e f t example. 

The Expectancy Cloud 

Having been roughly assessed f o r s a l i e n c y , 
a l l members of EA are thrown in to a cen t ra l ex­
pectancy c loud , EC. Each expectancy in EC is 
backl inked to i t s c o n t r i b u t i n g ove r l ay , s ince 
the cloud w i l l genera l ly conta in expectancies 
from numerous concurrent ove r lays , and s ince 
f i n a l i n t e r p r e t a t i o n s w i l l need to reference the 
con t r i bu t i na over lay . 

A person is never f u l l y aware at each mom­
ent exact ly what his expectancies are . Apparent­
l y , an expectancy is a subl imina l t h i n g . The 
c l oud , EC, t h e r e f o r e , although e x p l i c i t and com­
posed of d i sc re te and i s o l a t a b l e expectanc ies, 
is intended to model a component in the human 
which is not par t of h is immediate awareness 
from moment to moment, but which in re t rospec t 
genera l ly seems to have contained most of the 
necessary in format ion f o r contextual i n t e r p r e ­
t a t i o n . 

The expectancies in t h i s cloud def ine the 
context at each moment in the model. 

Stepwise Indexed Algori thms 

An ac t i ve expectancy in EC describes some 
a c t i v i t y which is an t i c i pa ted to have some 
chance of occurr ing at some fu tu re p o i n t . Such 
an a c t i v i t y can be character ized by a common-
sense a lgo r i t hm, or set of a lgo r i thms , where an 
a lgor i thm is some temporal ly sequenced, h i e r ­
a rch ica l c o l l e c t i o n of subgoals, or s teps. As 
one penertates deeper i n t o the h ie ra rchy , steps 
become more s p e c i f i c and the a l t e r n a t i v e s more 
numerous. As a basic data s t r u c t u r e , the AND/OR 
graph provides an e f f e c t i v e dec la ra t i ve (as opp­
osed to procedural) method of spec i f y ing common-
sense a lgor i thms. (See (N l ) f o r i ns tance ) . * 

Since an expectancy is an an t i c i pa ted ac t ­
i v i t y , and since a c t i v i t i e s can be represented 

Since the time of f i r s t submittal of 
th is paper, a new formalism for representing 
commonsense algorithms has heen developed and 
p a r t i a l l y implemented. The new formalism ren-
laces the AND/OR graph, which lacks the s t ruc t ­
ural constraints needed for representing gen­
eral commonsense algorithms. See (R3). 
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by algorithms, each expectancy in EC is in fact 
no more than a pointer to one or more common-
sense algorithms; hence each expectancy impl ic­
i t l y references al assible steps in those 
algorithms. If a subsequent input, T, can be id ­
en t i f i ed as a step in the algorithms referenced 
by some expectancy in EC, this i den t i f i ca t i on 
wil l re late T to the current context, K (repre­
sented by EC) thereby providing an in terpreta­
t i o n , I {T,K) . This re la t ing of an input as a 
step in some ac t i v i t y which has been anticipated 
via an action overlay is the central idea of 
the theory. 

The co l lec t ion of commonsense algorithms, 
the algorithm base, used for the contextual i n ­
terpretat ion process is the very same co l lec t ion 
of algorithms the comprehender would use in ac­
tua l ly get t ing about in the world ( f i rs t -hand 
problem solv ing) . This is a crucial point in my 
opin ion, since i t d i rec t l y brings the world 
model to bear on the process of comprehending 
lanquage. 

However, the in terpre t ive task is the i n ­
verse of the executory task; rather than " t rans­
late a goal in to some plan of ac t ion , " the task 

147 



is "ascr ibe a aoal to some observed plan of ac­
t i o n , " or more s p e c i f i c a l l y , ' charac ter ize some 
observed ac t ion as a step in tne at tainment of 
some i n f e r r e d g o a l . " Because of t h i s d i f fe rence 
in use, the data s t r u c t u r e used in EX-SPECTRE-1 
f o r s t o r i n q commonsense algor i thms is an aug­
mented AND/OR graph which I have ca l l ed a s tep­
wise indexed a lgor i thm (SIA) . In an SIA, each 
s p e c i f i c step in the a laor i thm is represented 
by (1) a po in te r to a step schema, and (2) r e l ­
evant b ind ing in format ion r e l a t i n g the instance 
of the schema to the schema. For ins tance , i n ­
stead of w r i t i n g (P GOTO DRUGSTORE) as a step 
in some a lgor i thm fo r ge t t i ng r i d of a headache, 
t h i s GOTO s tep , as we l l as a l l o ther GOTO steps 
in the e n t i r e a lgor i thm base, 1s represented by 
a po in ter to the step schema (X GOTO Y) , w i t h 
the appropr ia te b ind ings , ir. t h i s case, X:P and 
Y:DRUGSTORE. In a d d i t i o n , each step in the SIA 
i s " f a t h e r - l i n k e d " to i t s parent s tep. This w i l l 
permit t ravers ing an SIA bottom-up, from a step 
to higher leve l qoals of which i t is a pa r t . 

Each step schema is back! inked to each of 
i t s occurrences in the a lgor i thm base through 
its occurrence se t . This provides an index i n t o 
the a lgor i thm base to a l l po ints where the sch­
ema is referenced. For the (X GOTO Y) schema, 
t h i s occurrence set would probably be qu i t e 
large in a f u l l - s c a l e system. Hence, f i n e r d i s ­
t i n c t i o n s among the various types of GOTO (as 
one example), based on the s p e c i f i c conceptual 
features of X and Y, would probably have to be 
made by the indexinq scheme to improve on the 
search e f f i c i e n c y of the PARTOF f u n c t i o n , about 
to be descr ibed. 

F iq . 4 shows the SIA and re l a ted steD 
schema fo r oart of a physical get-back g o a l , 
referenced by one of the expectancies in the 
c a t t l e t h e f t example. 

PARTOF Searching Upward Through SIA's 

SIA's and step schemas are nut to use as 
f o l l ows . In add i t i on to beinn scanned by the i n ­
te rceptors o f a l l i nac t i ve ac t ion ove r lays , each 
input to the over lay system is matched to some 
step schema. I f the input is unambiguous, and i f 
a su i t ab l y formal system of representat iona l 
p r i m i t i v e s is used to represent the meaning of 
each i n p u t , then at most one schema w i l l match 
each i npu t . In the c a t t l e t h e f t example, "Jake 
saddled h is horse," represented in EX-SPECTRE-1 
as (JAKE PUT SADDLE ON HORSE), matches the step 
schema (X PUT Y ON Z ) . This schema represents 
the more general concept of an actor pu t t i ng 
some object on top of another. 

Having matched the input to some schema, 
the task then becomes one of l oca t i ng occurren­
ces of tha t schema in some ac t i ve expectancy in 
EC by upward searches from each of the schema's 
occurrences in the a lgor i thm base. This opera­
t i o n is performed in EX-SPECTRE-1 by c a l l i n g the 
func t ion (PARTOF <step > <a lgo r i thm>) f o r <step> = 
(X PUT Y ON Z) and <algor i thm> vary ing over the 
members of EC, in the order of h ighest sa l iency 
f i r s t . I d e n t i f i c a t i o n s of the schema in some 
member, E, of the cloud def ine upward paths from 
the schema to E through S IA 's . Such a p a t h , from 
a step to an expectancy, is def ined to be the 

F ig . 4 shows by dot ted l i nes one path of 
length 3 which EX-SPECTRE-1 discovers as an i n ­
t e r p r e t a t i o n of "Jake saddled h is horse" in 
C("Pete s t o l e Jake's c a t t l e " ) ; Jake is going 
d i r e c t l y a f t e r Pete to get h is c a t t l e back. Ano­
ther i n t e r p r e t a t i o n not shown, but which is a lso 
d iscovered, is in the "Jake w i l l in form the 
s h e r i f f " expectancy: Jake is going to see the 
s h e r i f f . 

As a po in t of eng ineer ing , the mot i va t ion 
f o r searching upward through SIA's ( f rom the 
step schema to the element of EC), ra ther than 
downward (from the members of EC to a l l poss ib le 
step schema) has to do w i t h the phenomenon tha t 
the t y p i c a l commonsense a lgor i thm tends to be­
come qu i t e s p e c i f i c a f t e r j u s t a few l e v e l s . 
That i s , even though the top few leve ls of an 
expectancy describe general subgoals, the lower 
leve ls beqin qu i ck l y to deal w i th the p a r t i c u l a r 
d e t a i l s of the objects and people invo lved . Put 
another way, the i n f i n i t y of d e t a i l in a common-
sense a lgor i thm is a phenomenon of breadth r a ­
the r than depth. Because of t h i s , i f the occur­
rence set indexing is r e f i n e d enough, the number 
of re levant occurrences of a schema referenced 
by a p a r t i c u l a r inpu t can be made qu i t e s m a l l . 
This means that the branching fac to r in an up­
ward search w i l l be small in comparison w i t h the 
branching f ac to r coming downward from the expec­
tancy to the s tep. To i l l u s t r a t e , even though 
the f u l l occurrence set f o r the schema (X GOTO Y 
might be l a r g e , the subset of occurrences index­
ed by the p a r t i c u l a r form (X GOTO STORE) would 
only be 2 or 3 in number ( e . g . it occurs in an 
a lgor i thm f o r buying something, or re tu rn ing 
something, and perhaps one or two o the rs ) . 

M u l t i p l e I n te rp re ta t i ons 

In any given context C(T1 , . . . , T j ) , there 
w i l l genera l ly be several competing i n t e r p r e ­
t a t i o n s . A human comprehender seems usua l ly to 
be able to p re fe r one over the r e s t . Although it 
is too ear l y in the research to prescr ibe exac t ­
ly how such a preference should be made by the 
model, two obvious fac to rs are (1) sa l i enc ies of 
expectancies and (2) i n te rp re ta t i on~pa th l e n g t h . 
That i s , a f i t of a step i n t o an expectancy of 
high sal iency should be p re fe r red over a f i t of 
tha t step i n t o one of low sa l iency . In conjunc­
t i o n w i th t h i s , i t would seem reasonable to p re­
f e r shor ter i n t e r p r e t a t i o n paths over longer , 
more remote ones. In f a c t , in a f u l l - s c a l e sys­
tem, it would probably be necessary to have 
PARTOF give up i t s scanning a f t e r , say, 10 l ev ­
e ls of some SIA; a f t e r t h a t p o i n t , even i f some 
i n t e r p r e t a t i o n could be found, i t would almost 
c e r t a i n l y be obscure. 

Related to these ideas is the conjecture 
tha t sequences of purpos ive ly -const ruc ted com­
munica t ion , say as found in c h i l d r e n ' s s t o r i e s , 
are organized so tha t the average contextual i n ­
t e r p r e t a t i o n path length w i l l be r e l a t i v e l y con­
s tan t across a l l c u l t u r e s , r e l a t i v e to a t y p i ­
cal a lgor i thm base w i t h i n each c u l t u r e . Perhaps 
the constant is 3, perhaps 8; i t would be i n t e r ­
es t i ng to ascer ta in whether or not such a met r i c 
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ex i s t s , and if so, to discover i t s range. That 
i s , on the average, how far do we have to search 
to connect each thought in with the context? Too 
short and we become red, too long and we be­
come los t . 

Uses of I(T,K) 

An in terpretat ion is a useful thing in i t ­
se l f . However, once an in terpretat ion path is 

discovered, two other context-related operations 
become possible. F i r s t , a l l steps " to the l e f t " 
of the iden t i f i ed step, S, in algorithm A -
those steps which must log ica l ly have preceded 
S in A - can be generated as inferences. That 
i s , if we know that Jake has already saddled his 
horse, and th is has been Interpreted as part of 
a physical get-back, then Jake must already know 
who and what X and Y were, have decided on some 
plan of ac t ion , perhaps qotten his gun, and 
gone to the barn. Such inferences relate to the 
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class of conceptual inference termed "enablement 
in ference" in the model of ( R l ) . 

The second use is tha t the o r i g i n a l h igh-
leve l expectancy in EC can be replaced by the 
set of remaining subgoals in A - those " t o the 
r i g h t " of S in A. At t ha t p o i n t , the system has 
begun to " t r ack " a p a r t i c u l a r a l go r i t hm , and can 
descend from general to more s p e c i f i c expectan­
cies which are the subgoals remaining to be f u l ­
f i l l e d in the o r i g i n a l expectancy. This narrow­
ing of expectancies is perhaps a rough approx­
imat ion of the way expectancies evolve from the 
general to the s p e c i f i c dur ing the course of a 
human's comprehension of a s tory or sequence of 
events. 

Overlay Switchers 

In a system which r e l i e s upon expectancy as 
i t s primary mechanism, it seems to be as import­
ant to spec i fy negat ive expectancies as we l l as 
p o s i t i v e ones. That i s , to make e x p l i c i t what 
classes of behavior would be "anomalous" in the 
cur rent con tex t , and to speci fy what the system 
should do when it detects an anomaly. 

The sw i t chers , WA, speci fy these negat ive 
expectancies by making e x p l i c i t a set of pat terns 
which are ove r t l y anomalous in the context the 
over lay represents. These patterns become ac t i ve 
at the time A is i n i t i a l l y a c t i v a t e d , and serve 
as in te rcep to rs f o r subsequent input which " v i o ­
la tes the s p i r i t " o f the over lay. Associated w i th 
each negative expectancy is a po in te r to another 
over lay to which the system should swi tch in case 
t h a t negative expectancy is r e a l i z e d . 

In the prototype system, there are j u s t two 
swi tchers f o r the t h e f t over lay ; one of them i s : 
(Z BE HAPPY): 0VERLAY2, where 0VERLAY2 represents 
the bundle of expectancies re levant to classes of 
p r a c t i c a l jokes . At the time of w r i t i n g , t h i s 
negat ive expectancy can in te rcep t anomalous input 
and prepare to s w i t c h , but no swi tch ing ac tua l l y 
occurs y e t . Deta i ls of how accumulated informa­
t i o n can be t rans fe red from one over lay to ano­
ther have not been considered y e t . 

Related Issues 

There is not room here to discuss a l l the 
re la ted topics and questions ra ised by the con­
ceptual overlay approach to context . For a f u l ­
l e r d i scuss ion , the reader is re fe r red to the 
unedited vers ion of t h i s paper and to the new 
formalism f o r commonsense algor i thms (R3), both 
ava i l ab le upon request. 

Conclusions 

While the task of i n t e r p r e t i n g act ions in 
context is only one aspect of " the context pro­
b lem", i t s a p p l i c a b i l i t y is broad; even thouoh 
much of what we perceive is s t a t i c in fo rmat ion 
about the w o r l d , i t usua l ly r e l a t e s , v ia r e l ­
a t i v e l y low- leve l i n fe rence , to some ac t ion or 
another. In t h i s sense, near ly every th ing re la tes 
one way or another to a lgor i thmic knowledge. And 
w i t h i n t h i s domain, one basic mechanism is as 
app l i cab le to understamling why the pres ident 
summoned the tape-erasing technic ian as it is to 

understanding why Mary wanted the car keys when 
she was hungry. 

Spec i f i c conclusions are not ye t in order . 
However, a general conclusion to be drawn is 
tha t a lgor i thms play a cen t ra l r o l e in the i n ­
t e r p r e t a t i o n o f v o l i t i o n a l act ions in context . 
Since algor i thms presumably account f o r a large 
po r t i on of a person's b e l i e f system, the theory 
is a c t u a l l y one of how i n t e r p r e t a t i o n of percep­
t ions is in f luenced by b e l i e f s . Although the i s ­
sues discussed have of necessi ty been l i m i t e d in 
scope, I be l ieve tha t the basic idea w i l l prove 
to be fundamental to most other context phenom­
ena. 

Current plans are to cont inue the develop­
ment of EX-SPECTRE along the l i nes of the new 
commonsense a lgor i thm formal ism. Then, a f t e r 
seven more prototype vers ion numbers, i t w i l l 
be time to rename the system! 
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