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A b s t r a c t 

The i s sue is whe the r human v i s u a l imagery can be 
r e p r e s e n t e d by symbo l i c s t r u c t u r e s and p r o c e s s e s . 
P r o t o c o l s o f t he t a s k o f i m a g i n i n g a pa th i n space were 
ana l yzed u s i n g a p r o d u c t i o n system i n t e r p r e t e r . A 
d e t a i l e d s i m u l a t i o n o f the s u b j e c t ' s b e h a v i o r w i t h i n 
t h e c o n f i n e s of a symbo l i c s h o r t - t e r m memory (STM) 
demons t ra tes t h a t symbol s t r u c t u r e s a re s u f f i c i e n t t o 
e x p l a i n imag ing b e h a v i o r . The e x p e r i e n c e o f p rog ram
ming w i t h p r o d u c t i o n s and a homogeneous STM has 
b r o u g h t ou t t he impo r tance o f a c o n t r o l language when 
u s i n g a n u n s t r u c t u r e d r u l e sys tem. 

D e s c r i p t o r s : c o g n i t i v e p s y c h o l o g y , c o g n i t i v e 
r e p r e s e n t a t i o n , v i s u a l image ry , v i s u a l e n c o d i n g , 
p r o t o c o l a n a l y s i s , s i m u l a t i o n , p r o d u c t i o n sys tems. 

The I ssue 

The n a t u r e o f t h e human c o g n i t i v e r e p r e s e n t a t i o n 
o f t he s p a t i a l w o r l d i s a t o p i c o f c u r r e n t i n t e r e s t t o 
b o t h t he c o g n i t i v e psycho logy and the a r t i f i c i a l 
i n t e l l i g e n c e commun i t i es . But i n g e n e r a l t he two 
communi t ies seem to have d i f f e r e n t c o n v e n t i o n a l v iews 
o f t he mode o f c o g n i t i v e o p e r a t i o n . 

The p s y c h o l o g i s t tends to work f rom t h e sensory 
channe ls i nward and hence t h i n k s o f c o g n i t i v e 
s t r u c t u r e s i n terms o f m o d a l i t y - s p e c i f i c r e p r e s e n t a 
t i o n a l s y s t e m s - - p l u s a n a b s t r a c t " c o n c e p t u a l " sys tem. 
For example , t he b u l k o f N e i s s e r ' s book [8] i s s p l i t 
be tween v i s u a l and a u d i t o r y c o g n i t i o n , p l u s a c h a p t e r 
a t the end on " t h e h i g h e r m e n t a l p r o c e s s e s " . B r o o k ' s 
expe r imen ts [ 3 ] seem t o l end s u p p o r t t o t h i s m u l t i p l e -
system v i e w . He showed t h a t a v i s u a l t a s k ( s c a n n i n g 
an imag ined f i g u r e ) w i l l be h i n d e r e d much more by a 
v i s u a l response ( p o i n t i n g ) than by a v e r b a l r e s p o n s e , 
b u t t h a t a v e r b a l t ask ( scann ing an imag ined sen tence) 
w i l l be h i n d e r e d much more by a v e r b a l t h a n by a 
v i s u a l r e s p o n s e . That i s , t h e r e seems t o b e i n t e r 
f e r e n c e o n l y w i t h i n each modal sys tem. 

Some p s y c h o l o g i s t s c l a i m t h a t t he c o n c e p t u a l 
system i s r e a l l y a v e r b a l mode, b u t p r o b a b l y most 
b e l i e v e t h a t t he v i s u a l system i s d i s t i n c t . T h i s i s 
r e i n f o r c e d b y S p e r l i n g ' s d e m o n s t r a t i o n [ 1 2 ] o f t he 
e x i s t e n c e o f a r emarkab l y i c o n i c s h o r t - t e r m memory 
( a l t h o u g h the e x a c t n a t u r e o f t he r e p r e s e n t a t i o n i n 
t h i s memory i s no t u n d e r s t o o d ) . 

In a s e r i e s o f e l e g a n t e x p e r i m e n t s on the men ta l 
r o t a t i o n o f f i g u r e s , Roger Shepard i s t r y i n g t o 
e s t a b l i s h whe the r i n t e r n a l v i s u a l r e p r e s e n t a t i o n i s 
" a n a l o g " i n n a t u r e . H i s n o t i o n o f a n ana log m e n t a l 
p rocess i n v o l v e s a mapping between the i n t e r m e d i a t e 
men ta l s t a t e s and t h e i n t e r m e d i a t e s t a t e s o f t he 
c o r r e s p o n d i n g p rocess I n t h e r e a l w o r l d . I n one 
expe r imen t [ 1 1 ] i t was shown t h a t t h e t i m e t o m e n t a l l y 
r o t a t e a complex t h r e e - d i m e n s i o n a l f i g u r e i s a l i n e a r 
f u n c t i o n o f t he a n g l e o f r o t a t i o n and t h a t t h i s 
r o t a t i o n r a t e i s the same whe the r o r n o t t he r o t a t i o n 
i s i n t he p l ane o f t h e d r a w i n g p r e s e n t i n g t he f i g u r e . 
T h i s sugges ts t h a t m e n t a l r o t a t i o n may be a c o n t i n u o u s 
p r o c e s s . (Shepard s p e c i f i c a l l y does no t r e q u i r e h i s 
a n a l o g p rocess t o b e c o n t i n u o u s , b u t i t I s h a r d f o r m e 
t o u n d e r s t a n d how h i s mapping can b e c a r r i e d o u t i f i t 
i s n o t . ) 

The a . i . r e s e a r c h e r , on t he o t h e r hand , works on 
programming a spect rum o f i n t e l l e c t u a l f u n c t i o n s u s i n g 
a b s t r a c t symbol m a n i p u l a t i o n , w h i c h he c o n s i d e r s t o be 
the mode o f t hough t p r o c e s s e s . Th is i s t r u e o f b o t h 
those concerned p r i m a r i l y w i t h a r t i f i c i a l [ 7 ] and w i t h 
human [ 1 0 ] i n t e l l i g e n c e . Thus i n a . i . even v i s i o n i s 
c a s t as a prob lem of "scene a n a l y s i s " — the encod ing of 
v i s u a l i n p u t i n t o a symbo l i c d e s c r i p t i o n w h i c h i s a b l e 
t o i n t e r a c t w i t h o t h e r encoded modes o f i n f o r m a t i o n . 

T h i s d i v i s i o n between a . i . and psycho logy i s no t 
so s h a r p , of c o u r s e . C l a r k & Chase [4] have n i c e l y 
demons t ra ted the n e c e s s i t y o f a n a b s t r a c t l e v e l o f 
r e p r e s e n t a t i o n i n s e v e r a l expe r imen ts u s i n g the s i m p l e 
t ask of compar ing sentences and p i c t u r e s . The most 
t ho rough i n f o r m a t i o n p r o c e s s i n g i n v e s t i g a t i o n o f a 
v i s u a l i z a t i o n t a s k (wh ich i n v o l v e s t he p a i n t i n g , 
c u t t i n g , and c o u n t i n g o f imag ined b l o c k s ) was done by 
B a y l o r [ 1 , 2 ] . H i s a n a l y s i s , however , p o s t u l a t e d two 
s e p a r a t e " p r o b l e m spaces" f o r h i s s u b j e c t , a n " image 
space" and a " symbo l s p a c e " . I n f o r m a t i o n i s d i v i d e d 
between t hese two spaces r o u g h l y a l o n g the g e n e r i c / 
s p e c i f i c d i m e n s i o n ; and each space has i t s own 
o p e r a t o r s . 

M y i n t e r e s t i s t h e n a t u r e o f t he c o g n i t i v e 
r e p r e s e n t a t i o n o f s y n t h e t i c v i s u a l image ry . What I 
mean by ' s y n t h e t i c " imagery i s t he men ta l c o n s t r u c t i o n 
o f new s p a t i a l p a t t e r n s n o t p r e v i o u s l y v i s u a l l y 
p e r c e i v e d , t h a t i s , n o t s imp l y t he r e c a l l o f s t o r e d 
v i s u a l p e r c e p t i o n s . The r e l a t i o n between s y n t h e t i c 
images and p e r c e p t u a l images is moot ( bu t see [9J f o r a 
t h e o r e t i c a l s tab a t the p e r c e p t u a l encod ing p r o c e s s ) . 
I n t h i s paper a l l remarks about imagery shou ld b e read 
to mean s y n t h e t i c image ry . 

By c o n c e n t r a t i n g on i n t e r n a l l y gene ra ted v i s u a l 
images and n o t u s i n g v i s u a l i n p u t we can focus on the 
c o g n i t i v e "deep s t r u c t u r e s " , w h i c h l end themse lves t o 
i n t e r n a l m a n i p u l a t i o n , r a t h e r t han o n the sensory 
b u f f e r images . (But whe the r the S p e r l i n g memory [ 1 2 ] 
i s i n v o l v e d i n imagery i s n o t r e a l l y known.) I am n o t 
i n t e r e s t e d i n s u b j e c t i v e i s s u e s , l i k e t he " v i v i d n e s s " 
o f image ry , w h i c h a re ha rd t o o p e r a t i o n a l i z e and w h i c h 
do no t seem to have any s u b s t a n t i v e e f f e c t s [ 5 ] . 

The most pa r s imon ious h y p o t h e s i s , I t seems to me, 
i s t h a t s y n t h e t i c imagery i s s i m p l y a symbo l i c p r o c e s s - -
t h e r e i s n o need f o r a d i s t i n c t " image space" w i t h i t s 
own s p e c i a l ( n o n - s y m b o l i c ) d a t a s t r u c t u r e s and 
o p e r a t o r s a n d , p e r h a p s , i t s own w o r k i n g memory. I f we 
a r e t o t a k e t h i s as a s e r i o u s p s y c h o l o g i c a l h y p o t h e s i s , 
t h e n we must show t h a t symbol s t r u c t u r e s and processes 
do a d e q u a t e l y c h a r a c t e r i z e images by u s i n g symbol 
m a n i p u l a t i o n t o e x p l a i n b e h a v i o r i n v i s u a l i z a t i o n t a s k s 
( e . g . , B r o o k s ' , S h e p a r d ' s , B a y l o r ' s ) . The c o n s t r u c t i v e 
way t o d o t h i s i s t o d i s c o v e r t he c o d i n g t e c h n i q u e s b y 
w h i c h complex v i s u a l / s p a t i a l r e l a t i o n s a re r e p r e s e n t e d 
s y m b o l i c a l l y . W e wou ld l i k e t o b e a b l e t o p r e c i s e l y 
s p e c i f y t he i n f o r m a t i o n c o n t e n t o f v i s u a l images ( i . e . , 
what i n f o r m a t i o n i s e x p l i c i t and what i s i m p l i c i t ) and 
the a l l o w a b l e o p e r a t i o n s on these image s t r u c t u r e s . 

The Task 

As a f i r s t s t e p I r a n some e x p l o r a t o r y e x p e r i m e n t s 
u s i n g a s i m p l e s p a t i a l memory t a s k . A b l i n d f o l d e d 
s u b j e c t was asked to Imag ine a b l a n k , t w o - d i m e n s i o n a l 
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plane in f r on t of himself and to locate himself at some 
point in the plane. Then the experimenter verbal ly 
gave him a series of d i rec t ions (North, South, East, 
West). For each d i r e c t i o n the subject imagined a l i ne 
of u n i t length being drawn in that d i r ec t i on on the 
plane from h is current l oca t i on . The subject t r i e d to 
understand (v isua l i ze ) the path thus far drawn by 
organizing it In some way. He then described the path 
and repeated the d i r e c t i o n sequence of the path to the 
experimenter. The subject was allowed as much time as 
he wanted at each move, and he was f ree to determine 
h is own cogni t ive organizat ion of the path. The 
fo l lowing are the d i r e c t i o n sequences for two of the 
experiments; 

(To encourage you to t r y the task yoursu l f , I have not 
included drawings of the paths in th i s paper. However, 
you w i l l f i nd i t he lp fu l for the fo l low ing discussion 
to have made the path drawings.) 

Verbal protocols were taken of these experimental 
sessions. The subject 's (verbal) behavior was analyzed 
by creat ing a s imulat ion program. The program takes 
the d i rec t ions as input and produces a s ty l i zed verbal 
output . Figure 2 presents a short segment of the 
sub jec t 's protocol lor Problem 1 along w i th the 
corresponding program output. 

More important than the verba l izat ions themselves 
is what we can i n f e r from them about the subject 's 
i n te rna l representat ions and processes. The program 
was designed to sa t i s f y not only the external 
const ra in ts of matching the p ro toco l , but also some of 
the known i n te rna l memory l i m i t a t i o n s of the human 
informat ion processor; and so the program is w r i t t e n 
in a system based on some spec i f i c hypotheses about 
the s t ruc ture of the human informat ion processor. 

The System 

My programming system (ca l led VIS) is a production 
system in te rp re te r of the type advocated by Newell & 
Simon [ 1 0 ] . I t s focus is a small short- term memory 
(STM) of symbolic expressions which represent the 
system's (cur ren t l y ) immediately accessible knowledge. 
The system is dr iven by a p o t e n t i a l l y unl imi ted long-
term memory (LTM) of product ion (condi t ion-act ion) 
r u l e s , whose condi t ions are patterns of expressions in 
SIM. 

VIS's STM is an ordered l i s t of about 10-20 
expressions. STM is constant ly changing, both in 
order and content. The STM expressions which are 
matched by the condi t ion patterns of a ru le are 
brought to the f ron t of STM ( a t t e n t i o n , rehearsa l ) . 
Newly created expressions are pushed i n to the f ront 
of STM, fo rc ing out o ld expressions at the back 
( f o r g e t t i n g ) , thus keeping the length of STM constant. 

But the expressions in STM may be a r b i t r a r i l y 
complex. An expression represents an aggregated 
"chunk" 16] of in format ion which is accessed in an 
a l l -o r -none fashion. Formal ly, i t i s j us t a l i near 
l i s t of symbols. An expression can be i m p l i c i t l y 
embedded in another expression by inc luding the name 
symbol of the former in the l a t t e r . This f a c i l i t a t e s 
the creat ion of h ie ra rch ic s t ructures (the chunking 
of i n fo rmat ion ) . Embedded expressions are stored in 

an intermediate-term memory (ITM), where they may be 
re t r ieved by name in case they should be forced out 
of STM. 

The LTM holds the system's permanent and unchanging 
knowledge (VIS has no operations for adding new informa
t i on to LTM). The only form of knowledge in LTM is 
the production r u l e . The c o l l e c t i o n of rules completely 
determines the system's behavior, that i s , they 
const i tu te the system's program of ac t i on . Any ru le 
w i l l f i r e i t s ac t ion component whenever i t s condi t ion 
component matches some current expressions in STM. 
Rule act ions are simple symbolic transformations ( e . g . , 
adding or de le t ing symbols in an expression, creat ing 
a new symbol or expression, e tc . ) which change the 
state of STM, thus causing other rules to f i r e . 

VIS is a se r i a l system. Only one ru le f i r e s at a 
t ime. VIS has an ad hoc mechanism for e f f i c i e n t l y 
se lect ing which ru le to f i r e next. The ru les are 
bunched in to groups (cal led procedures), w i t h i n which 
the rules are t o t a l l y ordered. Only one procedure is 
act ive at a t ime; and th i s is cont ro l led by a stack of 
procedure names (which is considered to be part of 
SIM). 

The Program 

A set of rules was designed to model the subject 's 
behavior in the path tasks. Figure 1 shows the 
procedures in to which the rules were par t i t i oned and 
the i r i n te rac t i ons . Procedure PLAY controls the basic 
task cycle of (A) ge t t ing a d i r e c t i o n from the 
experimenter and (B) th ink ing about It. The latter 
(B) consists of (1) creat ing new knowledge structures 
about the path , (2) consol idat ing the newly created 
structures wi th the ex is t ing knowledge of the path, 
and (3) describing the path to the experimenter. 

New structures are created by RECOGNIZE by 
i n te rp re t i ng each input d i r ec t i on as a l i ne segment. 
New expressions are combined wi th ex i s t i ng expressions 
to form other new f i gu res . For example, given the two 
expressions 

(LI 2 LINF. VEKT SOUTH PI NORTH P2 MOVE NORTH) and 
(NEW L21 LINE HORIZ WEST P2 EAST P3 MOVE EAST) 

in STM, the corner recogni t ion ru le would create a 
new expression something l i k e 

(NEW C123 CORNER P2 WEST L12 NORTH L23 . . . ) 

in STMl. (Note that C123 has, in e f f e c t , chunked L12 
and L23, which are copied in to ITM. Since expression 
C123 holds the names of the l ines of which it is 
composed, it may be used to re t r i eve these l i ne 
expressions from ITM.) C123 might then be used to 
recognize a box or a step pa t te rn , e tc . The other 
f i g u r a l concepts used by the subject and the program 
Include S-shapes, T-shapes, p a r t i a l boxes, long l i nes , 
and crenelat ions. The h ie rarch ic s t ruc ture of some of 
the f igures recognized In Problem 1 is shown in 
Figure 3. 

Often, when a p a r t i a l or extensible f igure is 
recognized, it is expected to be completed or 
continued. To take a case In po in t , each step of a 
step pat tern (see, e . g . , STEPS in Figure 3} is expected 
to be completed. When a l i ne is in terpre ted as part 
of a step ( e . g . , LINE 8 ) , the program bu i lds a s t ruc ture 
representing the complete step ( i . e . , CORNER) and marks 
it incomplete. It is the job of ASSIMILATE to check 
a l l new input d i rec t ions against any expectat ions. I f 
an expectation is f u l f i l l e d , the new d i r e c t i o n is 
quick ly processed. (The timings in the sub jec t 's 
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This diagram sketches the s imulat ion program. The 
boxes represent procedures, which are sub-production 
systems. The arrows ind ica te t rans fers of con t ro l 
between the procedures. The downward po in t ing arrows 
are subroutine-type c a l l s , and the hor i zon ta l arrows 
are corout ine-type t rans fe rs . 

protocol support t h i s ana lys is . ) But i f an expecta
t i o n f a i l s , then the program has to reorganize; and, 
depending on how much commitment there was to the 
expectat ion, the program remembers t h i s event as part 
of the path 's s t r uc tu re . For example, ss 154-157 in 
Figure 2 shows where the subject reca l l s a prev ious ly 
thwarted expectat ion; the "LINE miss ing" in Figure 3 
was the expected l i n e , but LINE 9 came ins tead. 

A l l the recognized f igures must be organized i n t o 
a consistent desc r ip t i on of the en t i r e path , and t h i s 
is done by INCORPORATE. It meshes each new f i gu re 
i n t o the PATH expression and el iminates redundant and 
c o n f l i c t i n g expressions. A l l newly incorporated 
f igures are then DESCRIBEd. 

General ly, adjacent f igures in the path s p a t i a l l y 
i n te rsec t in ra ther complex ways, but ( su rp r i s i ng l y ) 
these in te rsec t ions do not have to be e x p l i c i t l y 
described by the program. Ins tead, each rout ine which 
operates on the path desc r ip t i on sor ts out the f i g u r a l 

i n te rac t ions f o r i t s e l f (by keeping t rack of common 
Bub-expressions), Nor does the subject have a complete 
understanding of a l l the f i g u r a l i n te rac t ions in the 
path; e . g . , the overlap of the STEPS and the BOXes of 
the S-FIG in Problem 1 (see Figure 3 ) . 

A f te r incorporat ing new f igures i n to the path 
desc r i p t i on , the subject sometimes REVIEWS th i s 
desc r i p t i on , e i ther forward or BACKWARDS. REVIEW 
operates at two d i f f e r e n t leve ls of d e t a i l . The sample 
protocol in Figure 2 shows one of the program's more 
deta i led review sessions ( s l i g h t l y more verbose than 
the sub jec t 's review, yet qu i te consistent w i t h the 
sub jec t ) . REVIEW simply contro ls the successive 
descr ip t ions of the parts of the path . DESCRIBE takes 
the i n t e rna l representat ion of a f i gu re and outputs a 
s t y l i zed " ve rba l " desc r i p t i on . This involves se lec t ing 
which features to mention and which to ignore in the 
context of each desc r i p t i on . 

The i n t e rna l representat ion of the path is a lso 
used for spa t i a l processing. RELATE t r i e s to f i n d a 
simple spa t i a l r e l a t i o n ( that i s , hor izon ta l o r 
v e r t i c a l alignment) between the current l as t part of 
the path and some e a r l i e r par t of the path . It does 
t h i s by " s p a t i a l l y " scanning backwards over the path 
keeping t rack of where i t is r e l a t i v e to the l a s t 
po in t . 

SYMMETRY is used only in Problem 3 where the 
subject discovered b i l a t e r a l symmetry over a large 
par t of that path con f igu ra t ion . I t is the most 
complex rout ine in the model. I t begins w i th a small 
mapping between a couple of l i ne segments in the path 
and then keeps t r y i ng to expand t h i s mapping to cover 
more and more of the path u n t i l it exhausts the 
symmetry. SYMMETRY maps not only l i ne segments of 
the path , but also i t s higher l eve l f i g u r e s . I t 
climbs up and down the h ie rarch ic s t ruc ture of the 
path descr ip t ion in i t s quest to general ize the 
symmetry. It a lso dr ives RECOGNIZE to look for other 
f igures i t would l i k e to have. 

Many other rout ines also make heavy use of the 
h ie rarch ic s t ruc ture of the i n t e rna l path desc r i p t i on . 
This can be seen by not ing in Figure 1 a l l the 
procedures which use ARTICULATE. The hierarchy is a 
resu l t of the chunking s t ra tegy, which is the way the 
program (and the subject) copes w i th the l im i t ed size 
of STM. Chunking is a coding opera t ion , and ARTICULATE 
is the complementary decoding operat ion. It takes a 
f i gu re expression and re t r ieves i t s sub- f igure 
expressions from I1M and puts them in STM; and it 
continues recurs ive ly w i th these sub-f igures u n t i l i t 
reaches u n i t l i n e segments of the path. ARTICULATE 
usua l ly r e c a l l s f igures in t h e i r temporal sequence, 
but i t can be used se lec t i ve l y to r eca l l only c e r t a i n 
sub- f igures . The program spends a great deal of i t s 
time in ARTICULATE. 

The Representation 

The expressions in STM represent what 's "on the 
sub jec t ' s mind" at any moment in t ime. The most 
s t r i k i n g feature about STM is that It contains a mixed 
bag of in format ion in a homogeneous representa t ion . 
There are not only f i gu re expressions (the data fo r 
t h i s t a s k ) , but also expressions fo r verbal i npu t / 
output and expressions fo r con t ro l ( e . g . , goal and 
context expressions and expressions fo r p lace-keeping). 
Most of the expressions in STM ere obsolete and are 
j u s t wa i t i ng to be pushed out ( f o rgo t t en ) . 

We began w i t h the issue of the nature of imagery. 
Does t h i s system have v i sua l imagery? The in te rmix tu re 
of in format ion makes i t hard to separate out " v i s u a l 
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images", but one i n t e rp re ta t i on is that an image is 
represented by the c o l l e c t i o n of f igu re expressions in 
SIM at any one t ime. Given the dynamic character of 
STM, the system's "images" are f l e e t i n g , changing 
st ructures which ex i s t in STM in various degrees of 
completeness and d e t a i l . While "images" are only small 
pieces of the path desc r ip t i on , they may range anywhere 
over the s t ruc ture of the path desc r ip t ion ; and hence 
they may be e i the r "vague" (h igh- leve l ) or " v i v i d " 
( l o w - l e v e l ) . A t least i n t u i t i v e l y , t h i s i n te rp re ta t i on 
has the r i g h t f l a v o r . 

The i n te rna l representat ion of (the sub jec t 's 
cogni t ive s t ruc ture of) the path is an abstract 
symbolic s t ruc tu re . I t is nei ther " v i s u a l " nor 
" v e r b a l " , but both " v i s u a l " and "ve rba l " processes 
operate on i t . The representat ion is not " v i s u a l " in 
the sense that not a l l the informat ion that would be 
immediately ava i lab le w i t h a v i sua l l y present drawing 
of the path is in the representat ion. I t is not 
" ve rba l " because a process is needed to transform it 
i n to a verbal izable output form. 

The path descr ip t ion contains more *:han j u s t 
spa t i a l in fo rmat ion . The descr ip t ion is predominantly 
h i e ra rch i c , as is emphasized in Figure 3. Almost as 
impoitant as the h ierarch ic re la t i ons are the temporal 
re la t i ons among the parts of the path, which are 
c a r e f u l l y encoded i n to a l l the f igure expressions. 
This extensive involvement w i th temporal re la t ions is 
a r e s u l t , of course, of the nature and demands of the 
path task. E x p l i c i t spa t i a l re la t ions are hardly used 
at a l l In the program, and extensive use of the 
semantics of the f igure symbols ( e . g . , CORNER, BOX, 
STEPS) is confined to the RECOGNIZE and DESCRIBE 
rou t ines . ARTICULATE uses only the h ierarch ic and 
temporal r e l a t i one . 

Even the " v i s u a l i z a t i o n " rout ines (RELATE and 
SYMMETRY) use only the h ie rarch ic and temporal 
re la t i ons to t raverse the path. Visual imagery 
obviously depends on more than Just spa t ia l data. 
(The sub jec t 's behavior in reviewing the path BACKWARDS, 
for example, c l e a r l y reveals h is dependence on a 
h ie ra rch ica l representat ion. ) What is i n te res t i ng is 
how much " imaging" behavior can be exhib i ted without 
the e x p l i c i t use of spa t i a l data. The subject does not 
exh ib i t ( i n the protocol) any kind of knowledge about 
the path that cannot be explained by th i s kind of 
symbolic encoding and the ru les to act on i t . 

This view of the nature and place of imagery in 
cogni t ive func t ion ing is a consequence of the "mel t ing 
pot" view of STM. This should be seen in contrast to 
Baylor 's analysis using an "image space". From my 
po in t of v iew, such a separate "image space" is 
redundant. There are no pure "image operators" ; but 
ra ther imagery depends st rongly on s t ruc tu ra l (mostly 
h ie ra rch ic ) in fo rmat ion . This seems qu i te natura l 
when one simulates a l l aspects of the subject 's 
behavior in a task s i t u a t i o n . (Baylor only programmed 
h is image operators.) But Brooks' resu l ts s t i l l 
present a problem fo r which I don ' t yet have an answer. 
My program does not show any intramodel in ter ference, 
suggesting that my representat ion is not yet cor rec t . 

To be honest, I must admit that the current 
program does miss some sub t le t i es of the sub jec t 's 
behavior. In Problem 1 the subject o f ten complains 
that the path "keeps dragging out " to the east; and 
by the end of Problem 3 he knows that he is near the 
beginning of the path , but not exact ly where. However, 
it appears (from an analys is by hand) that these can 
be explained by simply expanding the i n te rna l 
representat ion to include some crude spa t i a l re la t i ons 
between the sub-f igures of the path descr ip t ion . (This 

is a job for INCORPORATE.) In any case, a l l of the 
subject 's knowledge of the path seems to f i t 
comfortably in to a symbolic representat ion. 

The Analysis 

There are some features of th i s task and i t s 
analysis which d is t ingu ish i t from previous protocol 
analyses. The task was ra ther loose; the subject d id 
not have any spec i f i c goals to reach. Hence, the task 
cannot be characterized as searching in a problem 
space. (As a r e s u l t , the subject 's h igh- leve l goals 
are not understood or covered by t h i s ana lys is . ) The 
subject 's behavior was not simulated by hand, but 
rather the analysis was carr ied out using the 
product ion system i n te rp re te r . The task was analyzed 
at a very f i ne leve l of d e t a i l , using only simple 
symbolic operations as p r im i t i ves ; no h igh - leve l 
operators are assumed. The s imulat ion operates w i t h i n 
the framework of a model of the human memory s t ruc tu re . 

The decis ion to analyze these protocols was 
oppor tun is t i c . It meant confront ing the Issues on 
which the protocols y ielded good data and pu t t i ng 
a^ide issues which they did not help w i t h . For 
example, a very i n te res t i ng issue is whether the 
a r t i c u l a t i o n operat ion is a reconstruct ion based on an 
encoding plus generic knowledge about f igures or 
whether it is a r eca l l operat ion from ITM (as in my 
present program). But the subject makes no 
regenerat ion/ reca l l errors and gives no clues as to 
the exact nature of th is process. Either technique, 
in e f f e c t , comes out looking the same. A spec i f i c 
case is the nature of the encoding for an i t e r a t i v e 
conf igura t ion such as a step pa t te rn . Is each step 
of the pat tern encoded i n d i v i d u a l l y or is a " t yp i ca l 
step" encoded (c f , [13])? The subject 's use of the 
STEPS concept does not give a way to decide t h i s 
quest ion. 

Deferr ing to the data in t h i s case was worthwhile 
because these protocols did have a l o t to t e l l us. 
Our understanding of human cogni t ive representat ion is 
so scanty that th i s k ind of exploratory experiment is 
s t i l l product ive. The program is merely a demonstra
t i on that symbolic representat ion can explain some 
imaging behavior. But now that an operating context 
fo r representations has been set up, we are ready to 
design and use experiments which address some of the 
spec i f i c issues ra ised. For example, tasks requ i r ing 
more spec i f i c kinds of spa t ia l manipulation (such as 
Shepard's mental r o t a t i on tasks) would help to focus 
on some of the image mechanisms. This poses some 
experimental issues on how to co l l ec t data r i c h enough 
and appropriate fo r t h i s kind of de ta i led operat ional 
ana lys is . 

The Productions 

My simulat ion program is rather long (more than 
170 ru les) for a production system. Although the 
computations i t performs are somewhat t r i v i a l by a. i . 
standards, it was a l o t of work to create and debug. 
Since production programming is a new and l i t t l e under
stood s ty le of programming, a few words on my 
experience are in order. 

A production system is the most unstructured 
(anarchic) type of programming language. Any ru le can 
(po ten t i a l l y ) f i r e at any time (and often does l ) . 
Hence, the programmer cannot pred ic t the system's 
behavior as we l l as w i th a structured language. For 
me t h i s was a problem because I was t r y i n g to simulate 
a known behavior. Thus several ad hoc ru les are in 
the program Just to keep the s imulat ion "on the t r a c k " . 
(However, when the program went o f f and did i t s own 
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t h i n g , i t usual ly behaved qui te p laus ib ly . ) Acknowledgment 

But I now th ink that my system is too s t ruc tured. 
The grouping of ru les in to procedures (though a simple 
way to get an e f f i c i e n t implementation) v io la tes the 
s p i r i t of the product ion iden (and the s p i r i t is what 
is important here because rules cannot f i r e anytime. 
For example, RECOGNIZE and INCORPORATE should be 
intermingled in some places in the s imulat ion; but 
they were each programmed independently, and it would 
be qu i te tedious to br ing them together now. 

Production ru les are supposed to he independent, 
but only s y t n a c t i c a l l y ; semantically they are i n t e r 
re l a ted . Rules can communicate wi th each other only 
through STM by using some sort of contro l language. 
Thus the condi t ion part of a ru le is what expresses 
i t s semantic t i es to other rules in the system. This 
is des i rab le , but there are factors which tend to 
d i l u t e t h i s e x p l i c i t semantic expression. 

Any s t ructure which is added to the system 
diminishes the exp l i c i tness of ru le condi t ions. This 
is t rue not only of the grouping of r u l es , but also of 
the order ing of r u l es . Each ru le in an ordered system 
i m p l i c i t l y assumes that the rules preceding it must 
f a i l before i t can f i r e . Thus ru les acquire i m p l i c i t 
cond i t ions. This makes them ( s u p e r f i c i a l l y ) more 
concise, but at the pr ice of c l a r i t y and prec is ion . 
Some other method, such as a sor t ing network, is 
needed to select ru les for f i r i n g . (A natura l 
c r i t e r i o n for breaking t i es when more than one ru le 
can f i r e at a time is to use the ordering of 
expressions in STM to decide which rules have p r i o r i t y . ) 

Another questionable device in most present 
production systems ( inc lud ing mine) is the use of 
tags, markers, and other cute conventions for 
communicating between ru les . Again, th i s makes for 
conciseness, but it obscures the meaning of what is 
intended. The consequence of t h i s in my program is 
that i t is very de l i ca te : one l i t t l e s l i p w i th a tag 
and i t goes o f f the t rack. Also i t is very d i f f i c u l t 
to a l t e r the program; it takes a l o t of time to 
readjust a l l the s igna ls . 

The lesson 1 learned from th i s programming e f f o r t 
is the importance of a c lear , e x p l i c i t language of 
cont ro l in t h i s k ind of programming system. The study 
of a con t ro l language is what is needed. The goal of 
th i s study would be to develop precise statements (but 
as general as possible) of the re la t ions between ru les 
so that any ru le can f i r e sensibly in a var ie ty of 
contexts. Hopefu l ly , t h i s cont ro l language would be 
based on some new ins igh ts about procedural i n t e r 
act ions and would not be merely a re-expression of 
the usual con t ro l regimes of structured programs. 
Another way of s ta t i ng th i s is in terms of form and 
func t i on . Whereas a st ructured programming language 
expresses the re la t i ons between i t s p r im i t i ve act ions 
formal ly (v ia the syntax of the language), a 
product ion system expresses them func t iona l l y (via 
the condit ions for the ac t i ons ) . 

This report is based on my thesis research at 
Carnegie-Mellon Un ivers i ty . 1 would l i k e to 
acknowledge the help and encouragement of my thesis 
advisor, Dr. A l len Newell. This research is supported 
by the Advanced Projects Research Agency of the Of f ice 
of the Secretary of Defense, contract F44620-70-C0107, 
and is monitored by the A i r Force Of f ice of S c i e n t i f i c 
Research. 
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