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Colloidal heteronanocrystals (HNCs) can be regarded as solution-grown inorganic–organic

hybrid nanomaterials, since they consist of inorganic nanoparticles that are coated with a layer

of organic ligand molecules. The hybrid nature of these nanostructures provides great flexibility

in engineering their physical and chemical properties. The inorganic particles are heterostructured,

i.e. they comprise two (or more) different materials joined together, what gives them remarkable

and unique properties that can be controlled by the composition, size and shape of each

component of the HNC. The interaction between the inorganic component and the organic ligand

molecules allows the size and shape of the HNCs to be controlled and gives rise to novel

properties. Moreover, the organic surfactant layer opens up the possibility of surface chemistry

manipulation, making it possible to tailor a number of properties. These features have turned

colloidal HNCs into promising materials for a number of applications, spurring a growing

interest on the investigation of their preparation and properties. This critical review provides an

overview of recent developments in this rapidly expanding field, with emphasis on semiconductor

HNCs (e.g., quantum dots and quantum rods). In addition to defining the state of the art and

highlighting the key issues in the field, this review addresses the fundamental physical and

chemical principles needed to understand the properties and preparation of colloidal HNCs

(283 references).

1. Introduction

The novel and extraordinary properties of complex materials

outperform those of the individual components, and emerge

from an intricate architecture involving organization of matter

at several levels. Colloidal heteronanocrystals (HNCs) provide

an example of such complex materials, as they consist of

inorganic heterostructured nanocrystals (NCs) that are coated

with a layer of organic molecules. The hybrid inorganic–

organic nature of these nanomaterials greatly expands the

possibilities for property control, since both components can

be independently manipulated to achieve or optimize a desired

property. Moreover, synergistic interactions may give rise to

novel properties.

An essential feature of colloidal NCs and HNCs is that,

owing to their nanoscale dimensions, size effects can be fully

exploited to engineer the material properties (Fig. 1). Spatial

confinement effects become increasingly important as the

dimensions of a NC decrease below a certain critical limit,

leading to size- and shape-dependent electronic structure.1,2

Further, as the NC size decreases, the number of atoms is

reduced from a few thousand to a few hundred and therefore

the surface to volume ratio increases dramatically (e.g., from

5% to 50% for a reduction from 20 to 2 nm in diameter).1,2

Consequently, the contribution of the surface to the total

free energy of a NC becomes significant and increases with

decreasing size, making the interaction between the surface

atoms and surfactant molecules crucially relevant (Fig. 2).

This has important consequences, one of them being that the

NC becomes easily dispersible in solvents (Fig. 1), making

fabrication and processing in solution possible, which is an

essential advantage of colloidal NCs over nanomaterials

Debye Institute for Nanomaterials Science, Utrecht University,
Princetonplein 5, 3584 CC Utrecht, Netherlands.
E-mail: C.demello-donega@uu.nl; Fax: 31-30-2532403;
Tel: 31-30-2532226
w Electronic supplementary information (ESI) available: Slow-motion
movie showing the fast injection of a cold solution of precursors
(TOP-Se and Cd(CH3)2 in TOP) into a hot coordinating solvent
(TOPO and HDA diluted in ODE). The movie is a fragment of a
documentary series broadcast by the Discovery Channel in 2007, in
which our group participated (Update 2056: The world in 50 years,
Episode 03, Copyright 2007 Discovery Channel). See DOI: 10.1039/
c0cs00055h

Celso de Mello Donegá
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prepared by other techniques (e.g., molecular beam epitaxy).

Colloidal chemistry methods are also cheaper and easier to

upscale, and are highly versatile in terms of composition, size,

shape and surface control. Moreover, colloidal NCs can be

used as building blocks for complex nanostructures, such as

NC superlattices.4,5

The combination of ease of fabrication and processing and

flexibility in property-tailoring has turned colloidal NCs and

HNCs into promising materials for a multitude of applications

(optoelectronics, photonics, spintronics, catalysis, solar energy

conversion, thermoelectrics, information processing and storage,

sensors, and biomedical applications),4–18 spurring an intense

research activity over the past decades. As a result, a remarkable

degree of control over the composition, size, shape and surface

of colloidal NCs has been achieved. Several excellent reviews

and books covering various aspects of colloidal NC research

have been published recently.4–9,16–47 Therefore, this critical

review is not intended as a comprehensive treatise, but rather

as an enticing overview of the field, in which the fundamental

principles are highlighted and the current state-of-the-art is

outlined and discussed.

2. Properties of colloidal heteronanocrystals: when

the whole is greater than the sum of its parts

The properties of colloidal HNCs emerge from their hybrid

organic–inorganic nature, and are dictated not only by

the individual characteristics of the inorganic and organic

components, but also by their mutual interaction. The organic–

inorganic interface and the interplay between the organic

surfactant molecules are also of crucial importance during

the synthesis of colloidal HNCs, being the driving forces

behind the remarkable control achieved in recent years over

the size, shape and architecture of HNCs (section 3 below). This

has yielded an exquisite variety of colloidal HNCs, spanning

from concentric core/(multi)shell quantum dots (QDs) of

various shapes to intricate multipod HNCs, via heterodimers,

nanodumbbells and heteronanorods (Fig. 3).25–30

2.1 The inorganic component

The inorganic nanoparticle (NP) dictates the optoelectronic

and magnetic properties, which are defined by the composi-

tion, size and shape of the HNC. These properties may be

further modulated or modified by the organic ligand layer, as

will be discussed below (section 2.2).

A HNC comprises two (or more) materials that share one or

more interfaces. The nature of the materials connected by the

heterojunction can be widely different.25–30 Consequently,

HNCs can be made combining metals (e.g., Ag–Au), metals

and semiconductors (e.g., Au–CdSe), metals and insulators

(e.g., Co–Fe3O4 or Au–SiO2), metal alloy and metal oxides

(e.g., FePt–Fe3O4), and different semiconductors or insulators

(e.g., CdSe-ZnS or ZnS-Fe3O4). Multicomponent colloidal

HNCs combining different types of materials have also been

obtained (e.g., CdSe/(Cd,Zn)S/ZnS core/multishell QDs

embedded in SiO2 NPs67).

The ability to join different materials in the same HNC

opens up a rich realm of possibilities for property engineering.

For example, magnetic and optical functionalities can be

Fig. 1 Suspensions of colloidal CdSe NCs of different sizes (1.7 to 4.5 nm

diameter, from left to right) under UV excitation. This iconic image of

colloidal nanoscience provides a beautiful visual demonstration of two

fundamental nanoscale effects: quantum confinement (size dependent

luminescence colours) and large surface to volume ratio (colloidal

stability).

Fig. 2 Molecular simulation snapshot of a colloidal CdSe NC capped

by hexylamine molecules. Colour coding: black, Se; orange, Cd; light

blue, C; dark blue, N; white, H; yellow, S; brown, P; red, O.

The simulation methodology is described in ref. 3. Courtesy of

P. Schapotschnikow (Delft University of Technology, Netherlands).

Fig. 3 Schematic survey of colloidal HNC architectures (for clarity the

surfactant layer is not represented). The diversity of possible material

combinations for each category can be illustrated by a few examples:

(a) CdSe/ZnS,30 InP/ZnS,30 Co/CdSe;48 (b) PbSe/CdSe;49 (c) CdTe/CdSe;50

(d) Au/Fe3O4;
51 (e) Au–Fe3O4,

52 CdSe–Fe2O3,
53 CdSe–Au,54

FePt–CdSe,55 FePt–PbS,55 CdS–Fe2O3;
56 (f) Au–Fe3O4–Au;

51

(g) CdSe/CdS,57–59 ZnSe/CdS;59 (h) Au/Ag;29 (i) CdTe–CdSe–CdTe,60

PbSe–CdSe–PbSe,61 Au–CdSe–Au,62 Co–TiO2–Co;
63 (j) CdS–Ag2S;

64

(k) PbSe–CdSe,61 Co–TiO2;
63 (l) CdSe–CdS–CdSe,65 CdTe–CdSe–CdTe;66

(m) CdSe–Au;62 (n) CdSe–CdTe;65 (o) CdSe–CdTe.65 TEM images of

some of these HNCs will be provided later. Courtesy of M. Casavola

(Utrecht University, Netherlands).
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combined in a single HNC (e.g., FePt/PbSe dumbbell and

core/shell HNCs26,68) or two different magnetic materials may

be coupled (e.g., Co/Fe2O3).
69 Alternatively, an inert material

can be used to add chemical stability and/or modify the

solubility of a colloidal HNC without affecting its optical

properties (e.g., encapsulation of QDs in amorphous silica67).

Moreover, novel properties may arise from the interaction

between the different components of the HNC, as will be

discussed below.

2.1.1 Confinement effects. The nanoscale dimensions of

HNCs can be exploited to further expand the gamut of

properties originating from a given combination of materials.

However, the impact of spatial confinement is not the same for

different materials and/or different properties, as it depends on

characteristic length scales of a given physical property, which

are ultimately determined by the material’s composition

and structure. For example, confinement effects on magnetic

properties will only be observed for dimensions comparable to

(or smaller than) the critical magnetic single domain size.2,8

The profound impact of spatial confinement on the optical

properties of semiconductor NCs is illustrated in Fig. 1. The

relevant length scale in this case is the exciton Bohr radius (a0),

a dimension describing the spatial extension of excitons

(i.e., electron-hole pairs) in solids, which ranges from B2

to B50 nm depending on the material.1 As the NC size

approaches a0, confinement begins to affect the exciton wave

function, inducing changes in the density of electronic states

and in the energy level separation,1 which are manifested in an

increase of the bandgap (HOMO–LUMO gap, Eg) with

decreasing size and the appearance of discrete energy levels

near the band edges (Fig. 4). As a result, the optoelectronic

properties of semiconductor NCs become strongly size- and

shape-dependent, making it possible to tune the photolumines-

cence (PL) of semiconductor NCs through a wide spectral

window by choosing the composition, size and shape of the

NC. It is worth noting that a0 and Eg are correlated, so that

materials with narrower Eg have larger a0, and therefore

experience quantum confinement (QC) at larger NC sizes.

In contrast, insulators (e.g., Eg Z 4 eV, Lu2O3) possess very

small a0 (o1 nm), and are thus affected by QC only for sizes

already in the cluster regime (o20 atoms).70 Further, the

degree of QC may vary along different directions depending

on the NC shape.1 For instance, a NC with all dimensions

comparable to or smaller than a0 is referred to as a quantum

dot (QD), since it confines the exciton in all directions, there-

fore being experienced as a 0-dimensional (0D) object.

Similarly, NCs in which the exciton is confined only in the

diameter direction are referred to as quantum wires (1D),

while in a quantum well QC occurs only in the thickness

direction (2D). Quantum rods (QRs) are NCs in transition

from 0D to 1D confinement regime.

2.1.2 Surface and trap states. Surface atoms have fewer

neighbours than their interior counterparts, and therefore

possess unsatisfied chemical bonds (dangling bonds). These

unshared atomic orbitals give rise to energy levels within the

HOMO–LUMO gap of the NC.1,2 This is detrimental to the

PL quantum yield (PL QY) of the NC, because exciton

relaxation into localized surface states reduces the overlap

between the electron (e) and hole (h) wave functions, thereby

making radiative recombination less likely. Surface defects

give rise to even lower energy states, known as trap states,

since they lead to strong carrier localization. Due to this

localization the e–h wave function overlap nearly vanishes,

and the exciton relaxation proceeds primarily via nonradiative

pathways (i.e., energy dissipation as heat by coupling to

vibrations). For these reasons, it is essential to control the

surface quality and to eliminate dangling bonds, a process

known as surface passivation. This can be achieved either by

overgrowing a shell of a wider band gap semiconductor or by

coating the surface with suitable organic ligands (see sections

2.1.4 and 2.2, respectively).

2.1.3 Doped nanocrystals. The intentional introduction of

impurities (doping) is vital to a large number of technologies,

since the properties of materials for lighting, electronic and

optoelectronic applications are largely controlled by dopants.

Doping of bulk materials has therefore evolved into a very

mature field. In contrast, the ability to precisely control the

doping of NCs was until recently rudimentary. However, the

possibility to impart new properties (optical or magnetic) to

colloidal NCs by means of doping has stimulated efforts to

develop methods to incorporate dopants into a variety of NCs

(both semiconductor and insulator materials). This has lead in

recent years to great advances in the fundamental understanding

of doping in NCs,71,72 and to several novel nanomaterials

(e.g., LaF3 :Yb,Er;
73 NaYF4 :Yb,Er;

74 ZnO :Li;75 CdSe :Mn;76,77

ZnSe :Mn;72 ZnO :Co;71 and ZnO :Mn doped NCs;78

and ZnSe : Co/CdSe;79 and ZnSe :Mn/CdSe79,80 doped core/

shell HNCs).

2.1.4 Excitons in semiconductor heteronanocrystals. The

ability to create novel optoelectronic properties can be

extended further by using semiconductor HNCs instead of

single composition NCs. The band alignment between the

materials that are combined at the heterojunction is of paramount

importance. Depending on the energy offsets between the

HOMO and the LUMO levels of the two adjoining materials,

Fig. 4 Schematic representation of the quantum confinement effect

on the energy level structure of a semiconductor material. The lower

panel shows colloidal suspensions of CdSe NCs of different sizes under

UV excitation. Courtesy of R. Koole (Philips Research Laboratories,

Netherlands).

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
U

tr
ec

ht
 o

n 
11

 O
ct

ob
er

 2
01

1
Pu

bl
is

he
d 

on
 2

2 
O

ct
ob

er
 2

01
0 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
0C

S0
00

55
H

View Online

http://dx.doi.org/10.1039/c0cs00055h


This journal is c The Royal Society of Chemistry 2011 Chem. Soc. Rev., 2011, 40, 1512–1546 1515

different charge carrier localization regimes will be observed

after photoexcitation. Three limiting cases can be identified:

Type-I, Type-I1/2 and Type-II (Fig. 5).81 In the Type-I regime

the band gap of one semiconductor lies entirely within the

gap of the other material. Therefore, after photoexcitation

e and h are confined primarily in the same part of the HNC

(the narrower gap material), resulting in a direct exciton. In

the Type-II case the staggered energy level alignment results in

the spatial separation of e and h on different sides of the

heterojunction, leading to the formation of a spatially indirect

exciton. In the Type-I1/2 regime (also known as ‘‘quasi type-II’’

regime82) one carrier is confined in one of the components,

while the other is delocalized over the whole HNC.

The band offsets in the bulk limit can be obtained from the

band positions of the bulk semiconductors, which are known

only for a limited number of materials (Fig. 6). Since the

position and the density of energy states in quantum confined

semiconductor NCs is governed by size and dimensionality

(section 2.1.1),1 the energy offsets in semiconductor HNCs can

be tuned by a judicious control of the composition, size and

shape of each component. This offers the possibility of directly

controlling the e–h wavefunction overlap, thereby tailoring the

material optoelectronic properties. This flexibility in engineering

the properties of colloidal HNCs has important consequences

for a number of technologies, and opens up interesting appli-

cation possibilities: low-threshold lasers, light-emitting diodes,

photovoltaic devices, fast optical switches, IR detectors, fast

access memories, spintronic devices, and labels for biomedical

imaging.5,12–14,82–90 This has turned the investigation of

semiconductor HNCs into a captivating research topic, which

is attracting increasing attention worldwide. An overview

of the properties associated with each type of HNC will be

given below.

Type-I HNCs. Type-I concentric core/shell QDs

(e.g., CdSe/ZnS, CdS/ZnS, InP/ZnS) are the most investigated

colloidal semiconductor HNCs.30,91–99 This large interest

stems from the fact that the exciton is confined to the core,

and therefore is protected from interaction with the surface

and the environment. Moreover, the exciton no longer probes

dangling orbitals since the interface core atoms are bound to

the shell atoms. Consequently, the PL QYs are high (Z 50%)

and the stability against photodegradation is enhanced.30 The

properties of a direct exciton in a type-I HNC are dictated

primarily by the narrow gap material. This means that upon

the shell overgrowth the emission and absorption spectra of

the core should remain unaffected, except for the appearance

of new high energy absorption peaks associated with the shell

material. However, the energy offsets between the two materials

are finite and therefore the exciton wave function partially

extends into the shell (this is usually referred to as ‘‘exciton

leakage’’). Consequently, a small redshift will be observed for

all exciton transitions, both in emission and absorption

(see, e.g., CdSe/ZnS in Fig. 7b). The redshift is proportional

to the reduction in exciton confinement and therefore is larger

for smaller offsets. The energy difference between the maxima

of the emission band and of the lowest energy absorption band

(the so-called ‘‘non resonant Stokes shift’’) is not affected, and

remains r20 meV (Fig. 7d).83 The exciton radiative lifetime

also remains essentially the same (Fig. 7c),92,96 although the

observed PL decay time will typically be longer, due to

the reduction of the non-radiative recombination rates, since

the exciton no longer probes the surface.

In practice, the exciton leakage into the shell implies that

thick shells (and larger offsets) are needed to effectively

prevent the exciton from probing the surface. However, inter-

facial strain induced by lattice mismatch between the core and

shell materials becomes a serious issue for thick shells, and

may severely limit the maximum thickness. For example,

from the viewpoint of energy offsets, ZnS is the best shell

material for CdSe based core/shell QDs, but the large lattice

mismatch (12%) makes it difficult to grow shells thicker than

2–3 monolayers (MLs). ZnSe and CdS give smaller lattice

mismatches (6.3% and 3.9%, respectively), but also smaller

energy offsets. The solution is to grow multiple shells of

different compositions around a central core, so that the

energy offsets progressively increase towards the surface, but

with small lattice mismatches between subsequent shells

(e.g., CdSe/CdS/(Cd,Zn)S/ZnS core/multishell QDs30,97).

The use of gradient alloy shells (the so-called graded shells,

e.g., (Cd,Zn)S) is particularly effective, as it allows the lattice

Fig. 5 Schematic representation of the three limiting charge carrier

localization regimes in core/shell semiconductor HNCs. The conduc-

tion and valence band edges (i.e., the LUMO and HOMO energy

levels) are indicated by CB and VB, respectively. The plus and minus

signs represent the charge carriers (hole and electron, respectively).

The electron and hole ground-state wave functions are schematically

depicted in the lower panel. Courtesy of M. Vis and A. G. M.

Brinkman (Utrecht University, Netherlands).

Fig. 6 The energy of the electronic band edges relative to the vacuum

level of selected semiconductors (VB: valence band, CB: conduction

band). The space between the solid bars gives the band gap. Bulk

values are used, except for PbSe, which have been estimated from NC

results.71
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parameters and energy offsets to be smoothly tuned from the

small mismatch and small offset material to the large mismatch

and large offset material (Fig. 8). In this way, the exciton no

longer probes the surface, while undesirable interfacial strain

is minimized. Shell growth strategies will be discussed in more

detail below (section 3).

The multishell strategy has greatly increased our ability to

control the epitaxial shell growth and has yielded sophisticated

HNCs (both Type-I and Type-II) in which shells of various

compositions are sequentially grown around a central

core. Interesting recent examples are the so-called ‘‘giant’’

CdSe/CdS core/shell NCs,86 consisting of a 3 nm CdSe core

overcoated by 19 MLs of CdS, and (Cd,Zn)Se/ZnSe core/shell

HNCs,91 which consist of a (Cd,Zn)Se gradient alloy NC

overcoated with a ZnSe shell. In both cases, Auger recombination

processes are largely suppressed, resulting in non-blinking

NCs (i.e., without PL intermittency at the single NC level)86,91

and optical amplification at low excitation thresholds.86

Further, CdSe/ZnS/ZnSe/CdSe core/multishell QDs have been

recently synthesized, allowing the intraband relaxation rates of

hot electrons to be slowed down by orders of magnitude.84

Type-I1/2 HNCs. The most investigated Type-I1/2 HNC

composition is CdSe/CdS, although it is usually referred to

as a ‘‘Type-I’’ core/shell QD.30 However, it is well established

that the energy offset for the electron is too small to confine it

to the CdSe core, and, consequently, the e wave function will

delocalize over the entire HNC, while the h is confined in the

CdSe core.95,98 Anisotropic CdSe/CdS HNCs (e.g., CdSe/CdS

dot core/rod shell nanorods) have also been recently obtained,57–59

and shown to exhibit intriguing optical properties, such as

linearly polarized PL that can be manipulated by external

electric fields.101 Further, the exciton radiative lifetimes were

observed to be longer in these anisotropic HNCs than in

CdSe/CdS concentric core/shell QDs. These optical properties

were interpreted as signature of decreased e–h overlap due

to localization of the hole in the CdSe core and electron

Fig. 7 (a) Photoluminescence (PL, dashed lines) and PL excitation (PLE, solid lines) spectra of colloidal CdTe/CdSe HNCs with a 2.6 nm CdTe

core and increasing CdSe volume fraction (39% to 88%) (data from ref. 83). PL spectra are normalized at the peak. PLE spectra are normalized to

1 at 3.1 eV. The symbol mnorm gives the normalized absorption cross section per Cd(Te,Se) ion pair unit. The evolution from Type-I1/2 (39% CdSe)

to Type-II (88%CdSe) localization regimes is clearly observed. (b) PL peak position of colloidal core/shell HNCs of different compositions as a

function of the shell volume fraction. The diameter of the core NC is indicated between brackets. The compositions were chosen as representative

examples of different carrier localization regimes (viz., Type-I: CdSe/ZnS and CdSe/thin shell ZnSe; Type-I1/2: CdSe/CdS, CdSe/thick shell ZnSe,

CdTe/thin shell CdSe; Type-II: CdTe/thick shell CdSe). (c) PL decay curves of CdSe QDs and three different core/shell HNCs.83 To facilitate

comparison, only the initial 850 ns of the decay curve of CdTe/CdSe are shown. (d) Non-resonant Stokes shift (DST(nr)) as a function of the shell

volume fraction for different core/shell HNCs.83

Fig. 8 Schematic representation of a core/multishell colloidal

QD. The gradual increase in the band gap (Eg) from the core (CdSe)

to the outer shell (ZnS) is also illustrated. Courtesy of R. Koole

(Philips Research Laboratories, Netherlands).
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delocalization over the whole HNC (Fig. 9).101 This picture

has been partially challenged by recent scanning tunneling

spectroscopic investigations, which led to the conclusion that

the electron ground-state wave function is primarily localized

in the CdSe core, while higher energy electron states extend

over the whole HNC.59

Other examples of Type-I1/2 HNCs are ZnSe/CdSe

core/shell QDs (e localized in CdSe shell, h delocalized over

the HNC),82,100 CdTe/CdSe core/thin shell HNCs (h is con-

fined to core, e is delocalized),83 and PbSe/CdSe core/thin shell

QDs (h in core, e delocalized).102 The redshift observed in the

PL and absorption spectra upon shell overgrowth (viz., up to

200–400 meV, depending on the core diameter) is much larger

than that observed for Type-I HNCs (Fig. 7b), due to the loss

in confinement energy of the carrier that is delocalized over the

entire volume of the HNC.83 The Stokes shift, however,

remains small (r20 meV) and is comparable to that observed

for single component NCs and Type-I HNCs (Fig. 7d).83 The

absorption peaks remain distinct and well-defined (Fig. 7a),

in contrast to the behaviour observed for Type-II HNCs

(see below).83,95 The delocalization of one of the carriers

reduces the e–h overlap, leading to longer exciton radiative

lifetimes. The PL QYs can be as high as 80%.30,82,83

Type-II HNCs. The properties of the spatially indirect

exciton can be manipulated by choosing suitable combinations

of semiconductors.30,82,83 It should be noted that complete

spatial separation occurs only for the physically unrealistic

case of infinite offsets. For finite offsets the wave functions of

the carriers partially extend across the heterojunction, leading

to non-zero e–h overlap. The indirect nature of the exciton

leads to longer radiative lifetimes,82–83,103 increased exciton

polarisability,82 and emission at lower energies than those of

the band-gaps of both materials,82,83 thus allowing access to

wavelengths that would otherwise not be available. It has also

been reported to make single exciton lasing possible.88

Further, the rates for Auger recombination,103 hot carrier

relaxation,84 and spin flip104 decrease, as a consequence of

the (partial) spatial separation of the photoexcited carriers. In

some systems charge separation rates in the sub-ps time regime

have been observed (o0.35 ps for photoexcited electrons in

ZnSe/CdS nanobarbells105). The potential of colloidal type-II

HNCs has attracted increasing attention over the last few years,

leading to the investigation of HNCs of various compositions

(viz., CdTe–CdSe,50,60,66,83,85,103,106–109 CdSe—ZnTe,109,110

ZnTe–ZnSe,111 and ZnSe–CdS,59,82,84,105,112 Fig. 9) and

shapes (viz., core/shell NCs,50,82–84,103,107,109,110 rods and

multipods,59,66,83,85,106,108,110,112 and dumbbells60,105).

The redshift observed in the PL and absorption spectra

upon shell overgrowth is very large (e.g., up to 0.5–0.8 eV for

CdTe/CdSe HNCs, depending on the CdTe core diameter,

Fig. 7b),83,103,109 making Type-II HNCs promising near-IR

emitters. It should be noted that thick shells (41 nm) are

needed to achieve the Type-II localization regime.82–83,103 Thin

shells yield Type-I1/2 HNCs. The onset of the Type-II regime is

characterized by the loss of structure of the lowest energy

absorption band (i.e., a featureless absorption tail develops),

accompanied by a simultaneous increase in the Stokes shift

(up to 200–300 meV) and bandwidths (Fig. 7).83 Also, the

absorption cross section at emission energies decreases

dramatically and the exciton radiative lifetime becomes much

longer (0.2–2 ms, 1–2 orders of magnitude longer than that of a

direct exciton in the same materials).83 Until recently, low PL

QYs have been seen as an intrinsic limitation of Type-II

HNCs, since the slower indirect exciton radiative recombina-

tion can result in the dominance of faster nonradiative

processes. However, pioneering work by several groups has

recently demonstrated that improved synthesis methodologies

can lead to highly luminescent Type-II HNCs, with PL QYs as

high as 50–80% (CdS/(Cd,Zn)Se/ZnSe,82 CdTe/CdSe/ZnS,107

and CdTe/CdSe HNCs50,83).

2.1.5 Alloy nanocrystals. Research into semiconductor

alloy NCs (alloy QDs) has been limited, and only a few com-

positions have been investigated (viz., Cd(Te,Se), Cd(S,Se),

(Cd,Zn)Se, (Cd,Zn)S, (Cd,Zn)(S,Se)).113–117 Alloy QDs can

consist of homogeneous alloys or gradient alloys.113–116 In

terms of carrier localization, homogeneous alloy QDs are

equivalent to single composition QDs, while gradient alloy

QDs appear to be either Type-I or Type-I1/2. The photo-

chemical stability and PL QYs of alloy QDs are higher than

those of single component QDs.113–116

2.1.6 Metal-semiconductor heteronanocrystals. Metal NCs

have the ability to localize and strongly enhance the

incident electromagnetic field when excited at their plasmon

resonance.118,119 The optical properties of metal-SC HNCs are

determined by a complex interplay between the enhancement

of the local excitation field and the modification of radiative

and nonradiative exciton decay rates, thereby inducing a

change of the exciton lifetimes and the PL QYs.118 This may

lead to either quenching or enhancement of the PL, depending

on a number of parameters.118 The plasmon-exciton coupling

may also affect the non-linear optical (NLO) properties of

HNCs. For instance, synergetic effects on second harmonic

generation (SHG) by CdSe–Au nanodumbbells have been

recently observed, leading to reduced SHG response for

shorter dumbbells.120 Further, electron transfer may occur

from the SC to the metal segment. This quenches the PL,

Fig. 9 Schematic illustration of the predicted band structures and the

electron and hole ground-state wave functions of (a) Type-I1/2

CdSe/CdS and (b) Type-II ZnSe/CdS dot core/rod shell HNCs.

TEM images of the (c) CdSe/CdS and (d) ZnSe/CdS core/shell

nanorods. Scale bars: 50 nm. Reproduced with permission from

ref. 59. Copyright 2008 American Chemical Society.
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but has been reported to enhance photocatalytic processes on

a number of colloidal HNCs (viz., CdSe–Au and CdSe–Pt

dumbbells,120,121 CdSe/CdS–Pt nanorod/dot HNCs122).

2.2 The organic layer

The ligand molecules that coat the surface of colloidal NCs,

forming the surfactant (or capping) layer, perform a number

of essential roles. First, ligands strongly influence the nuclea-

tion and growth kinetics of colloidal NCs, thereby controlling

their size and shape. Second, several physico-chemical properties

are directly determined by the organic surfactant layer and by

the organic–inorganic interface, and can thus be manipulated

by a judicious choice of ligands. This section will focus on the

latter aspect. The size and shape control of colloidal NCs will

be addressed in Section 3 below.

2.2.1 Surfactant molecules. Amphiphilic molecules, which

consist of a polar head group and a non-polar hydrocarbon

tail are ideal surfactants for NCs. The functionality of the

surfactant molecule depends on both domains. The apolar tail

determines the interaction of the surfactant layer with the

surrounding medium, while the polar head coordinates to

metal atoms in solution and at the NC surface. Moreover,

both domains strongly influence the diffusion rates of the free

surfactant molecules. These characteristics have a large impact

on the growth rates of colloidal NCs (section 3) and on their

properties after the growth, and must thus be carefully

considered when designing syntheses or post-preparation

processing procedures.

The ability of the head group to bind to the NC surface

originates from the presence of donor atoms (e.g., N, O, S, P),

which possess unshared electron pairs and are thus capable of

forming coordinating bonds with metal atoms or ions. This is

why the surfactant molecules employed during the colloidal

synthesis of NCs are commonly referred to as coordinating

ligands or coordinating solvents. The variety of chemicals

suitable for use as coordinating ligands is very large: alkyl-

amines (R–NH2, e.g., hexadecylamine, HDA), fatty acids

(R–COOH, e.g., oleic acid, OA), alkylphosphine oxides

(R3PO, e.g., trioctylphosphineoxide, TOPO), phosphonic

acids (R–POOH, e.g., n-octadecylphosphonic acid, ODPA;

n-tetradecylphosphonic acid, TDPA), alkylthiols (R–SH,

e.g., hexanethiol, HT). These chemicals bind primarily

to metal atoms (e.g., Cd, Zn, In). The choice of coordi-

nating ligands for the non-metal components of the NC

(e.g., Se, Te) is quite limited, being restricted to alkylphosphines

(R3P, e.g., trioctylphosphine, TOP; tributylphosphine, TBP).

It is also possible to use ligands with two polar heads

separated by a hydrocarbon chain (e.g., dithiols, HS–R–SH;

mercapto n-alkyl acids, HS–R–COOH; hydroxyalkyl-

phosphines, or peptides). These ligands are used to cross-link

NCs together,5,123 or to render them water soluble.9 Rigid

chains have been shown to be better to cross-link NCs, since

long and flexible aliphatic chains very often bind both end

groups to same NC facet.123 Amphiphilic multidentate

polymeric ligands and dendrons may also be used, leading to

NC encapsulation.9,124 It should be mentioned that fully

inorganic surfactant molecules (metal chalcogenide complexes

such as, e.g., Sn2S6
�4) have been recently developed, and

shown to be advantageous for the fabrication of NC super-

lattices with improved conductivity.125

The binding strength between the surfactant molecule and

the metal atom is a very important parameter, being largely

responsible for its effectiveness. For example, a strong bond

may be useful to provide stability and surface passivation

to the NC after the synthesis, but may hinder its growth,

therefore being undesirable during the synthesis. On the other

hand, too weak bonds result in uncontrolled growth and/or

insufficient colloidal stability. Despite the wealth of experi-

mental data available in the literature, a rigorous quantitative

description of the binding between the surfactant layer and the

NC surface has yet to emerge. Nevertheless, coordination

chemistry and organic chemistry provide a number of useful

principles that can be used as guidelines for the rational choice

of surfactants (see, e.g., ref. 126 and 127).

The bond between the donor atom of the polar head group

and the metal atom can be rationalized in terms of a Lewis

acid–base interaction, whose strength is determined by both

electrostatic and covalent contributions. Smaller and/or more

charged metal ions (i.e., hard Lewis acids, e.g., Zn2+) will

form stronger bonds with donors capable of strong electro-

static interactions (i.e., hard Lewis bases, which are charac-

terized by large electronegativities and small polarisabilities,

e.g., Oxygen). Conversely, larger and/or less charged metal

ions (i.e., soft acids, e.g., Cd2+ or Pb2+) will favour larger and

more polarisable ligand atoms (i.e., soft bases, e.g., Sulfur).

Phosphines differ from the other commonly used surfactants

because they bind to metals by a combination of s donation

from the P atom and p back-bonding from the metal atom.

Therefore, they will bind strongly to chalcogenides and transi-

tion metals in their low oxidation states, but interact only very

weakly with IIB, IIIA and IVA metals (e.g., Cd, Zn, In, Pb).

Further, the bond strength increases with the number of donor

atoms (i.e., monodentateobidentateotridentate, and so

forth). It can thus be anticipated that the strength of the

surfactant-NC interaction for, e.g., Cd based NCs increases

in the sequence R3P { R–NH2 o R3PO o R–SH o
R–COOH o R–POOH. The length of the hydrocarbon tail

is also an important parameter, since shorter alkyl chains

result in weaker metal–ligand bonds and weaker interactions

between the surfactant molecules, leading to more dynamic

NC-surfactant interactions and higher diffusion rates at relatively

lower temperatures. Steric effects are also relevant and should

be considered when utilizing bulky surfactants, such as tertiary

phosphineoxides and amines.

2.2.2 Solubility and colloidal stability. The term ‘‘solubility’’

is used here to indicate the ability of a NC to form stable

colloidal suspensions. This is a direct consequence of the

surfactant layer, which prevents aggregation and fusion of

the NCs. The stability of colloidal suspensions is due to

repulsion between the NCs, which can result from van der

Waals or electrostatic interactions (steric or charge stabili-

zation, respectively). The first mechanism is responsible for

the colloidal stability of NCs coated with hydrophobic surfac-

tants in apolar solvents, while the second confers stability

to dispersions of NCs coated with hydrophilic or charged

ligands in polar media. Recently, amphiphilic CdTe NCs that
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are readily soluble both in water and apolar solvents have

been prepared by using methoxypolyethylene glycothiol as

capping ligand.128 The ability to control the solubility of

colloidal NCs is essential for applications, in which the

NCs are used either directly in solution (e.g., labels for bio-

medical imaging9) or embedded in other materials, such as

organic polymers (e.g., LED’s,12,13 solar cells,14 lasers,12 and

solar concentrators15).

The surfactant layer also controls the interaction potential

between the NCs, which can have a large impact on the

formation of superstructures using colloidal NCs as building

blocks.4,5 The interaction between the NCs can also be

manipulated to narrow the size dispersion of ensembles of

NCs via post-preparative size-selective precipitation. This is

achieved by slowly adding a non-solvent to a colloidal suspen-

sion of NCs (e.g., methanol to a colloidal suspension of NCs in

toluene). Larger NCs exert greater attractive forces over each

other and thus destabilize with smaller volumes of non-solvent

than smaller NCs. Therefore, the gradual addition allows

different NC sizes to be sequentially separated.

2.2.3 Ligand exchange. Colloidal NCs are typically syn-

thesized with a hydrophobic surfactant layer, making them

readily dispersible in apolar solvents. However, some applica-

tions (e.g., biomedical imaging) require water-dispersible NCs.

This can be achieved by simply exchanging the native hydro-

phobic ligands by hydrophilic or charged ones.9 Further,

the most widely procedure for surface functionalization of

colloidal NCs involves the displacement of the native surfac-

tant with difunctional molecules containing a surface-binding

head group at one end and the desired functional group at

the other end. This is also useful to attach NCs to surfaces

(e.g., mesoporous oxide layers in QD sensitized solar cells14).

As will be discussed below, the surfactant layer affects several

properties of colloidal NCs. Therefore, ligand exchange is a

valuable and widely used tool for property control.5

The native surfactant molecules can easily be exchanged by

stronger ligands (e.g., amines by thiols).129,130 In this case, the

capping exchange can be carried out immediately after the

synthesis, with the NCs still in the original crude reac-

tion mixture. To exchange the native ligand by a weaker one

(e.g., fatty acids by amines) or by one with a comparable

binding strength (i.e., the same functional head group) it is

necessary to use a large excess of the new ligand,131 which

requires the purification of the NCs by precipitation prior to

adding the new ligand. After allowing the exchange reaction to

reach equilibrium (which may take from several hours for

stronger ligands130 to several days for weaker ligands) the

NCs can be precipitated and isolated. To ensure complete

exchange, the NCs must be subjected to several cycles of

ligand exchange. Several techniques can be used to check the

degree of ligand exchange (section 2.3). Further, surfactants

with low boiling points (e.g., pyridine or allylamine) can also

be used, since the ligand exchange procedure is carried out at

mild temperatures (r50 1C). Pyridine is often used as a weak

and labile ligand that can be easily replaced by other surfac-

tants of interest (regardless of their affinity for the NC surface)

or stripped off the surface by vacuum treatment.5

The control over the ligand exchange process also allows the

fabrication of complex HNCs. For example, the first step in

the incorporation of hydrophobic NCs in amorphous silica by

a reverse microemulsion method is a rapid ligand exchange,

in which hydrolized triethylorthosilane replaces the native

hydrophobic ligands.67 This enables the transfer of the NCs

to the hydrophilic interior of the micelles where the silica

growth takes place. By selectively hindering the exchange

process using stronger ligands (thiols), the position of the

incorporated NC in the silica NPs can be controlled.67

2.2.4 Ligand dynamics. The success of ligand exchange

protocols provides a clear demonstration that the surfactant

layer is very dynamic. Nevertheless, the dynamics of ligands

bound to NC surfaces have only recently been quantitatively

investigated.130,132,133 The results show that the surfactant

molecules bind and unbind to the NC surface on a time-scale

that is dependent on their binding strength.132 Weaker ligands,

such as amines, bind on and off the surface at faster rates

(viz., Z 0.05 ms�1), while stronger ligands (e.g., oleic acid) have

much longer residence times at the surface (viz., s�1 range).132,133

Therefore, the exchange rates of amines can be orders of

magnitude faster than those of more tightly bound ligands

(viz., seconds vs. hours).130 Ligand–ligand interactions are also

important and are reflected in slower exchange rates for

bulkier ligands, due to a combination of more pronounced

steric hindrance and slower diffusion times away from the

surface (or towards the surface, for incoming ligands).130 It is

also clear that the tendency of leaving the NC surface increases

with decreasing chain length for a given head group.134 It has

also been demonstrated that the ligand exchange rates

are strongly site-dependent, being much faster at defect sites

in the surfactant monolayer (e.g., at vertices,135 or at the poles

of the NC136).

2.2.5 Surfactants and self-assembled monolayers.Amphiphilic

molecules are known to form self-assembled monolayers

(SAM’s) on surfaces.137 The surfactant layer that coats a

colloidal NC can be envisioned as a three-dimensionally

constrained SAM of tightly packed organic amphiphilic

molecules.138 It is becoming increasingly evident that the

morphology and organization of the surfactant layer plays

an essential role in defining the properties of colloidal NCs.

Recent studies have shown that surfactant monolayers on

facets of Au NCs are at least as ordered as SAM’s on flat

bulk surfaces.136,138 Further, surfactant layers of mixed com-

position have been observed to undergo phase separation,

yielding ordered patterns of single-composition domains.136,138

Moreover, phase transitions in the surfactant layer have been

shown to affect the optical properties of CdSe and CdTe

QDs,92,131,139 (see section 2.2.8 for details) and the kinetics of

heteronucleation of Au NCs on CdSe/CdS dot core/rod shell

nanorods.140

2.2.6 Surfactants as anchors for new functionalities. Van

der Waals, electrostatic or covalent interactions with the

native surfactant layer can be utilized to assemble new

molecules around the colloidal NC, thereby introducing new

functionalities or modifying properties. For example, the van

der Waals interactions between lipid molecules and the
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octadecylamine coating layer of CdSe/(Cd,Zn)S/ZnS

core/multishell (CSS) QDs has been successfully used to

self-assemble a multifunctional lipid monolayer around the

QD, yielding nanolabels for bimodal biomedical imaging

(Fig. 10).141 The CSS QDs retain their efficient PL, allowing

the detection of the biolabels by optical imaging techniques,

while paramagnetic Gd3+-lipids make them efficient contrast

agents for magnetic resonance imaging. Solubility in water is

conveyed by the use of PEGylated lipids (PEG= polyethylene

glycol), while lipid molecules with a maleimide head are used

to covalently bind biorecognition molecules.141 This approach

has also been successful for octadecanol coated silica NPs

embedding CSS QDs.142

2.2.7 Functionalisation with reversible switches. The ligand

exchange and ligand anchoring strategies described above can

be employed to functionalise NPs with molecular and supra-

molecular switches.39 These switches are capable of reversibly

changing their shape or other properties in response to an

external stimulus (e.g., light or a pH change), and thereby can

endow a wealth of adaptive behaviours to functionalised NPs

(e.g., modulation and switching of optical, electrical and

magnetic properties, or self-organization).39

2.2.8 Surfactants and photoluminescence quantum yields.

The PL QY of colloidal NCs is strongly dependent on the

nature of the surfactant layer. For example, synthesis in a

TOPO/TOP surfactant mixture yields CdSe QDs with low

QYs (o10%), while the HDA/TOPO/TOP mixture can yield

CdSe QDs with QYs as high as 85%.143 Post-preparative

ligand exchange can also dramatically affect the PL QYs of

colloidal NCs, leading to PL enhancement or quenching,

depending on the chemical nature of the new surfactant and

the extent of the exchange. For instance, the PL QY of CdSe

QDs increases by one order of magnitude after the exchange of

the native TOPO capping by primary alkylamines.144–146

Secondary alkylamines lead to a smaller enhancement (by a

factor 3), while tertiary alkylamines induce only a modest

improvement (50%).144 In contrast, several organic ligands

have been reported to decrease the PL QYs of colloidal

QDs.144 Well-known examples of such ligands are thiols,

which strongly quench the PL of CdSe QDs, even at low

concentrations.130,145 Impurities in solvents may also decrease

the PL QYs.96,145 It is also known that excessive purification of

colloidal NCs leads to quenching.96,146

The influence of organic surfactants on the PL QYs of

semiconductor NCs is due to a combination of mechanisms:

Surface passivation. The bond formed between the surfac-

tant molecules and the dangling orbitals at the NC surface

shifts the energy of the surface (and trap) states away from

the HOMO–LUMO gap, thereby preventing nonradiative

relaxation via these states. The effect of the surface adsorption

of molecules on the PL efficiency of semiconductors has been

extensively investigated for several materials, particularly for

CdSe.147 Lewis acids cause quenching, while Lewis bases cause

PL enhancement.147 However, the efficacy of the surface

passivation provided by different Lewis bases varies dramatically.

Linear monodentate ligand molecules (e.g., primary alkyl-

amines) provide a more efficient surface passivation than

bulky ligands (e.g., TOPO), because they lead to a higher

surface coverage density, allowing the dangling orbitals to be

fully passivated. In contrast, bulky molecules, such as TOPO

or tertiary alkylamines, possess a large exclusion volume,

which prevents the simultaneous occupation of neighbouring

surface sites.

Surface relaxation and reconstruction. Surface states can also

be shifted away from the HOMO–LUMO energy gap by a

reorganization of the surface atoms in such a way that the

dangling orbitals of neighbouring cations and anions partially

overlap, leading to a redistribution of electronic density that

makes the surface auto-compensated.148 This is referred to as

surface self-passivation (or ‘‘self-healing’’), and can be

achieved by surface relaxation and/or reconstruction. Surface

relaxation and reconstruction have been extensively investi-

gated for bulk semiconductors, particularly for the techno-

logically important III–V and II–VI materials (GaAs, ZnS,

CdTe, etc.).148 The first process involves a shortening of the

bonds between the surface atoms and those immediately

underneath, while the latter results in a more extensive

reorganization of the surface atoms, which changes both bond

lengths and coordination geometry. Recent studies on the

surface structure of Au NCs (3–5 nm diameter) have shown

that surface relaxation is strongly dependent on the facet and

coordination number of the atom, with edge atoms displaying

the largest out-of-plane contraction (viz., 0.02 nm), while atoms

in {111} facets display only a small contraction (0.005 nm).149

Moreover, reconstruction has been reported to be strongly

size-dependent for CdSe NCs.150 For NCs larger than 4 nm in

diameter the reconstruction process is restricted to the surface,

while smaller NCs undergo a global reconstruction.

Surfactant molecules are likely to strongly affect surface

relaxation and reconstruction processes, since they modify the

surface free energies and thereby may hinder or facilitate

the reorganization of surface atoms. The interaction between

the surfactant molecules and their collective effect are also

crucial, making the surfactant layer a very active player in the

relaxation and reconstruction of the surfaces of colloidal

NCs.92,131,139 Linear molecules that can form ordered

SAM’s, such as primary alkylamines, seem to facilitate surface

relaxation and reconstruction. In contrast, bulky molecules

Fig. 10 Schematic representation of a nanolabel for bimodal (optical

and MRI) biomedical imaging, obtained by self-assembly of a

multifunctional lipid monolayer around an organically capped

CdSe/(Cd,Zn)S/ZnS core/multishell colloidal QD.141 Courtesy of

W. J. M. Mulder (Mount Sinai School of Medicine, USA).
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(e.g., TOPO) are unable to form ordered SAM’s and therefore

impose disorder to the NC surface and, possibly, also addi-

tional energy barriers for relaxation and reconstruction.

The active role of the surfactant layer in the surface

reconstruction of colloidal QDs has been clearly demonstrated

by the recent observation of an unusual behaviour (Fig. 11),

dubbed luminescence temperature anti-quenching

(LTAQ),92,131,139 in which the exciton lifetimes and PL QYs

of CdSe QDs92,131 and CdTe QDs139 are observed to increase

sharply above a certain transition temperature TLTAQ. For

CdSe QDs capped by primary alkylamines TLTAQ increases

with the alkyl chain length, consistent with a phase transition

in the surfactant monolayer.92,131 Below TLTAQ the NC surface

atoms are pushed and locked into energetically unfavorable

positions, resulting in PL quenching. Above TLTAQ the alkyl

chains regain precessional mobility, which allows the NC

surface to reconstruct itself, shifting the surface states

away from the HOMO–LUMO gap, and leading to PL

recovery.92,131 In the case of alkylthiol capped CdTe QDs in

water, TLTAQ is determined by the freezing and thawing of the

solvent molecules. Due to the interaction between water and

the charged heads of the capping molecules, freezing of the

solvation molecules surrounding the QDs induces strain in

the surfactant layer.139 Ligands with short carbon chains

(amino-ethanethiol) propagate the strain to the QD surface,

creating quenching states, whereas long and flexible chains

(amino-undecanethiol) dissipate the strain, thus preventing

surface distortion and PL quenching.139

Carrier trapping. Some molecules can efficiently scavenge

photogenerated electrons or holes from colloidal QDs

(e.g., methylviologen and alkylthiols are, respectively, efficient

e and h acceptors for CdSe QDs151,152). This leads to PL

quenching, since trapping of one the carriers precludes

the e–h radiative recombination. The quenching induced by

trapping is very efficient, being observable already at low

acceptor concentrations,130,152 and can be used to probe

the carrier localization regime in HNCs,83 since a carrier

will be trapped only if its wave function reaches the surface.

The ability of a molecule to trap photoexcited electrons

(or holes) from a semiconductor NC is determined by its

reduction (or oxidation) potential with respect to the

size-dependent conduction band (or valence band) potential

of the NC.152

2.2.9 Exciton-surfactant coupling. Electronic coupling

between the exciton and the donor atom of the capping

molecules may shift the exciton levels to lower energies, since

a strong coupling will effectively relax the exciton confinement,

leading to delocalization of at least one of the carriers into the

surfactant shell. This ligand induced bathochromic shift has

been observed for a number of systems, e.g., thiol capped

CdTe and CdSe QDs,123,152,153 and CdTe/CdSe HNCs,83 and

can reach values as large as 50–220 meV, depending on the size

of the NC and the nature of the ligand molecule.83,123,152,153

The exciton can also couple to vibrational modes of the

surfactant molecules. This has been reported to affect the

intraband relaxation rates in colloidal QDs (e.g., 30 ps, 10 ps,

and o8 ps, for dodecanethiol, alkylamines, and OA capped

CdSe QDs, respectively).84,154

2.3 The organic–inorganic interface

The interface between the surfactant layer and the inorganic

NC is defined by the coordinating atoms of the surfactant

molecules and the surface atoms of the NC. The driving force

for its organization is the minimization of the interfacial free

energies, which results from the interplay between several

forces acting within and across the interface (e.g., intermolecular

interactions between the surfactants, attractive forces between

the NC surface and the surfactant polar heads, interactions

between the surface and the interior atoms of the NC, etc.).

Therefore, the organic–inorganic interface is a very dynamic

structure that strongly influences a number of key properties

of colloidal NCs, making them highly responsive to their

environment, during and after their preparation.

The understanding of the surface chemistry of a colloidal

NC thus requires the knowledge of the composition of both

the surfactant layer and the NC surface, which is rarely known

with certainty. The composition of the surfactant layer is

usually presumed to be the same as that of the surfactant

mixture used during the growth, and the NC is typically

assumed stoichiometric. However, recent work has shown that

this picture is oversimplified and, in many cases, incorrect.

The stoichiometry of CdSe NCs has been observed to be

primarily determined by the composition of the coordinating

solvent used during the growth.35 NCs grown in TOPO are

Cd-rich (Cd : Se = 1.2), while those grown in TOPO/HDA

mixture are stoichiometric, regardless of the Cd : Se ratio in the

growth mixture.35 Given that the NCs also display different

faceting, the different compositions can be seen as a result of

the dominance of Cd-rich facets in NCs grown in TOPO. The

effect can be attributed to the impact of the different

surfactants on the growth kinetics (section 3 below) and

on the relative free energies of different facets of CdSe.

Similarly, colloidal PbSe NCs have also been shown to be

non-stoichiometric, owing to the composition of the surfactant

layer, which consists mostly of OA ligands.155 These ligands

bind strongly to Pb and, as a result, the NC surface is

composed mainly of Pb atoms, rendering the NCs Pb-rich.155

Theoretical calculations of the surface free energies of NCs

have been carried out only for a few selected facets of

CdSe156,157 and PbSe.158 The results indicate that the various

crystallographic facets of a NC can have quite different free

Fig. 11 Left panel: Vials containing an aqueous solution of CdTe

QDs capped with aminoethanethiol under UV (365 nm) illumination

at the temperatures indicated. Right panel: Solutions of colloidal CdSe

QDs in toluene under UV (365 nm) illumination at the temperatures

indicated. The luminescence temperature anti-quenching effect92,131,139

is evident in both cases, since the PL intensity is dramatically reduced

upon cooling.
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energies, arising from different arrangements and densities of

atoms, polarity and number of surface dangling bonds. Further,

the energies of individual crystallographic facets can be

modified differently by surface relaxation (or reconstruction)

and binding of surfactant molecules. As it will be discussed

below (section 3), this has important consequences for the

growth kinetics and shape control of NCs, and implies that

the faceting of a colloidal NC, and therefore its shape

and composition, may be largely determined by the organic–

inorganic interfacial energies due to the large surface to volume

ratio of NCs.

The impact of surfactant molecules on the equilibrium

shape of colloidal NCs has been recently demonstrated by

in situ high-temperature HRTEM studies on PbSe QDs.158

Hexylamine capped PbSe QDs are observed to have a nearly

spherical, multifaceted morphology, in which a considerable

fraction of the surface consists of {111} polar facets. Upon

removal of the capping molecules through in situ gentle

heating (393 K) under vacuum, the NCs reconstruct into cubes

with predominantly {100} non-polar facets (Fig. 12). This is

consistent with the theoretical prediction that the non-polar

{100} surface is the most stable under vacuum, and demon-

strates that the dominance of the polar {111} facets in the

surface of the capped NC is due to the hexylamine surfactant

molecules, which lower the free energies of these facets with

respect to the {100} facets.158 It is worth noting that if

the temperature is too high sublimation of the PbSe NCs

occurs,159 with the higher energy {111} facets sublimating at a

faster rate.

Theoretical modelling of the surfactant layer is also scarce

and has been performed for a few cases only,3 demonstrating

that the surfactant–solvent interaction is also important.

Despite these recent advances, the current understanding of

the surface–ligand and ligand–ligand interactions and of the

structure of the inorganic–organic interface is still quite

fragmentary.

2.4 Lifting the veil: techniques to unravel the properties

of colloidal nanocrystals

Size, shape and crystal structure. Transmission Electron

Microscopy (TEM) and High-Resolution TEM (HRTEM)

are indispensible tools for the characterization of the size

and shape of colloidal HNCs. HRTEM may also yield infor-

mation about the crystal structure and chemical composition

of single NCs when associated to electron diffraction analysis

and energy-dispersive X-ray spectroscopy (EDS), respectively

(Fig. 13).57,106 Energy filtered TEM is also an attractive

technique to analyse the chemical composition of complex

Fig. 12 High-resolution TEM images showing the morphology of

PbSe NCs in a near-110 projection showing non-polar {001} and {011}

surfaces and polar {111} surfaces (a), and in a 011 projection, showing

the {100}, {110}, and {111} surfaces (b). Cubic NCs start to dominate

after longer annealing times as the surfactants evaporate (c). The

process of morphological reconstruction induced by the loss of

surfactants is schematically illustrated in panels (d) to (f).158 Courtesy

of M. A. van Huis (Delft University of Technology, Netherlands).

Fig. 13 Advanced structural characterization of CdSe/CdS dot core/rod shell nanorods. (a) Sketch of the seeded injection growth approach used

to prepare the nanorods. (b) TEM image of CdSe/CdS nanorods (diameter: 3.8 � 0.3 nm; length: 70 � 4 nm). Scale bar: 50 nm. (c) HRTEM image

of a CdSe/CdS nanorod grown from a 4.4 nm wurtzite CdSe seed. Scale bar: 5 nm. (d) High-angle annular dark field (HAADF) image of a

CdSe/CdS nanorod and (e) corresponding elemental profiles for Cd, S, and Se obtained by recording EDS signal intensities along the line shown in

yellow in panel (d). (f) HRTEM image of a CdSe/CdS nanorod. (g) Corresponding ‘‘mean dilatation’’ image of the same CdSe/CdS nanorod

shown in (f). Areas of the same colour are regions with the same periodicity. The mean dilatation image shows an area where the lattice parameters

are altered by 4.2% with respect to the reference area, situated at the opposite tip of the rod. Both the elemental profiles57 and the dilatation

mapping58 show that the CdSe core is located closer to one of the tips of the nanorod. Panels a, b, f, and g are adapted with permission from ref. 58.

Panels c, d, and e are adapted with permission from ref. 57. Copyright 2007 American Chemical Society.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
U

tr
ec

ht
 o

n 
11

 O
ct

ob
er

 2
01

1
Pu

bl
is

he
d 

on
 2

2 
O

ct
ob

er
 2

01
0 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
0C

S0
00

55
H

View Online

http://dx.doi.org/10.1039/c0cs00055h


This journal is c The Royal Society of Chemistry 2011 Chem. Soc. Rev., 2011, 40, 1512–1546 1523

HNCs, as it allows different elements to be imaged separately.

Powder X-ray diffraction is very useful for the structural

characterization of NCs at the ensemble level, and can also

be used to estimate the sizes of NCs.57,70,106

Advanced structural characterization. Interfacial strain due

to lattice mismatch is an important issue in nanostructures

grown by heteroepitaxy (section 3.1.3.III). The investigation

of core/shell QDs has clearly established that heterointerfacial

strain negatively affects both the PL QY and the stability of

the QD.30 Nevertheless, the understanding of the mechanisms

by which interfacial strain affects the optical properties of

HNCs is still quite limited. The availability of advanced

techniques, such as aberration-free high-angle annular dark

field (HAADF) scanning TEM (‘‘Z-STEM’’), has made it

possible to establish a clear structural basis for near-unity

QY in graded core/multishell CdSe/CdS/ZnS QDs.35,160

Z-STEM is strongly sensitive to the atomic number and

can thus be exploited to achieve atomic-resolution elemental

mapping of HNCs.35,57,106 Also, aberration-free phase-

contrast HRTEM images allow the core in anisotropic

core/shell HNCs to be located (Fig. 13).58,106 TEM tomo-

graphy allows for full three dimensional imaging of the shape

of individual NCs, and is therefore becoming increasingly

important in the analysis of complex shaped NCs and

HNCs (e.g., hyperbranched CdTe and CdSe NCs161 or Au

tipped CdTe hyperbranched HNCs162). This technique is also

indispensible for a quantitative in depth real space study of

NC superlattices, providing accurate lattice parameters and

unambiguously revealing the crystal structure.163 Finally,

recent technological advances in the fabrication of MEMS

micro-hotplates have made it possible to combine HRTEM

with in situ heating stages, allowing nanoscale phase transitions

and morphology transformations to be followed in real-time

with atomic resolution.158–159,164

Surface characterization techniques.Despite the large surface/

volume ratio of NCs, the NC surface has been scarcely

investigated. Techniques commonly used for the surface

characterization of bulk materials, such as X-Ray photo-

electron spectroscopy (XPS) and Rutherford backscattering

spectroscopy (RBS), have penetration depths comparable to

the typical dimensions of NCs and therefore yield information

about the whole NC.35 These techniques are thus useful to

accurately determine the elemental composition of NCs,35 but

cannot distinguish between surface and interior atoms.

The degree of interior strain and disorder of NCs can be

directly observed by combined small-angle X-Ray scattering

(SAXS) and high-energy wide-angle X-ray scattering (WAXS)

measurements,165,166 and also by extended X-Ray absorption

fine structure (EXAFS).167 For example, these techniques

have been used to demonstrate that surfactant free ZnS NCs

undergo a reversible structural transformation accompanying

methanol desorption and water adsorption, through which

surface and interior disorder are significantly reduced.166

Evidence for surface reconstruction and relaxation in colloidal

InAs NCs has been provided by both X-Ray absorption near-

edge spectroscopy (XANES)168 and photoelectron spectro-

scopy using synchrotron radiation.169

Solution Nuclear Magnetic Resonance (NMR) spectro-

scopy has been used to investigate in situ the composition of

the surfactant layer of colloidal NCs (OA capped PbSe

NCs,155 TOPO-capped InP NCs,155 TOPO-capped CdSe

NCs,35,170 thiophenol-capped CdS NCs35) and also to study

the ligand dynamics at the surface of the NCs.132,133 NMR

methods are inherently element specific and can allow the

differentiation of discrete environments within a QD by

analyzing the chemical shift of the elemental sites and

discriminating the signal associated with the surface versus

the interior of a NC.150 The combination of NMR spectro-

scopy and vibrational spectroscopy is particularly useful to

characterize ligand exchange processes.

Optical spectroscopy. In order to unravel the photophysical

properties of colloidal HNCs a combination of spectroscopic

techniques is needed. Absorption, PL, and PL excitation

(PLE) spectroscopy provide information about the exciton

energy level structure,50,59,82–84 and may also be used to identify

radiative recombination at dopants or defects (the so-called

‘‘trap emission’’). Fig. 7 clearly illustrates the value of optical

spectroscopic techniques in the investigation of colloidal

HNCs. PLE spectra are better suited than absorption spectra

for the identification and assignment of absorption transitions,

because only emitting NCs contribute to the spectra.83

Further, the PLE technique allows a narrow portion of the

ensemble of NCs to be spectrally selected, thereby minimizing

the impact of sample inhomogeneities. Absorption spectra can

be used to estimate the NC size for single composition QDs,

provided an empirical calibration curve is available.96

However, in HNCs the volume probed by the lowest energy

exciton state is not necessarily the same as the NC size, and

therefore calibration curves are no longer useful.83 PL QYs

provide a very sensitive parameter to assess the surface and

interface quality of NCs and HNCs,82–83,92,106,107 and can be

determined by comparison with suitable standard luminophores

for which the absolute PL QYs are known (e.g., commercial

laser dyes).83

Time-resolved optical spectroscopy and advanced spectro-

scopic techniques. Time-resolved (TR) PL spectroscopy is

well-established as a quantitative tool for the analysis of photo-

excitation dynamics in colloidal NCs, yielding information

about both radiative and non-radiative exciton recombination

channels.82–86,91–93,103,171 In combination with other spectro-

scopic techniques, this allows the nature of the emitting state

to be elucidated (viz., direct or indirect exciton states, dopants,

surface or trap states),57,82–86,91,106,109 and provides a thorough

fundamental understanding of the interactions between intrinsic

exciton states and the NC surface,171 as well as the organic–

inorganic interface92,131,139 and the surrounding medium

(e.g., local field effects172).

TR spectroscopy is also essential to investigate energy

transfer processes within or between NCs,7,123,173 and from

QDs or ions doped in NCs to dye molecules.174,175 The

information provided by temperature dependent studies shed

light on the role of thermally activated carrier trapping

(or detrapping)92,171 and on the exciton-phonon interaction,

as well as on the exciton fine-structure.92,176–178 The magnetic
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field dependence of the exciton lifetimes is also crucial for the

understanding of the exciton fine-structure.179–181 TR PL

spectroscopy allows the temporal evolution of the PL spectrum

to be followed after excitation, making it possible to distinguish

emission originating from different centres (e.g., from the

dopant Mn2+ ion or the exciton in ZnS :Mn NCs182) or states

(e.g., the exciton or biexciton emission42).

At the single-NC level colloidal QDs have been observed

to display PL intermittency (blinking). Since blinking is

detrimental to the performance of QDs in a number of appli-

cations (e.g., LEDs, biomedical labels, etc.), significant efforts

have been devoted to its understanding and control.86,91,177,183,184

Although the suppression of QD blinking has been recently

achieved in colloidal HNCs (e.g., CdSe/CdS core/shell

QDs,86,185 CdSe/(Zn,Cd)Se core/alloy shell QDs,91 and

CdTe/Cd(Te,Se)/CdSe core/shell QDs186), the blinking mecha-

nism is still not fully understood. It has long been thought that

the dark periods were due to charging of the QDs as a result of

Auger ionization and trapping of one of the carriers.177,183

However, recent work on multiexciton blinking in colloidal

QDs has challenged this model, pointing out the need

for a deeper reevaluation of the nature of the off-state in

colloidal QDs.184

To probe the dynamics of fast processes, such as intraband

relaxation, multiexciton generation and decay, and exciton

spatial separation, a combination of ultrafast TR techniques

must be used (viz., transient absorption, fs fluorescence up-

conversion and THz time-domain spectroscopy). These

techniques provide complementary information regarding

the fast relaxation of electrons and holes, and have been

successfully applied by several groups to probe the exciton

relaxation dynamics in colloidal QDs and HNCs.84,88,105,187–190

These techniques are also essential to probe charge injection

dynamics151,191–193 and multiexciton generation (MEG) in

QDs,18,42,194–196 and have therefore attracted increasing

attention in recent years, given that both topics are very relevant

for solar energy related applications. The occurrence of MEG

in QDs has been subject to intense debate in recent years

regarding its mechanism and efficiency.194–199 Although a con-

sensus is emerging in the literature that MEG is not significantly

more efficient in NCs than in bulk semiconductors, the issue is

yet far from being settled.

Non-linear optical spectroscopic techniques. NLO properties,

such as harmonic generation, wave-mixing or refractive index

modulation, are promising for a number of applications

(e.g., optical switching). Colloidal NCs and HNCs have been

anticipated to have enhanced NLO properties as a result of

higher electronic polarizabilities, higher surface/volume ratio

and shape anisotropy. Several techniques have been used in

recent years to investigate the NLO properties of NCs, with

particular emphasis on the Hyper-Rayleigh scattering (HRS,

useful to quantify 2nd order NLO properties115,120,200) and

Z-scan (useful to quantify 3rd order NLO properties201)

techniques.

Magnetic resonance spectroscopic techniques. NMR spectro-

scopy was already discussed above, in the context of surface

characterization techniques. Electron paramagnetic resonance

(EPR) spectroscopy has been mostly applied to characterize

paramagnetic ions (e.g., Mn2+) in QDs and HNCs, as it

allows dopants at surface to be distinguished from those in

the interior of the NC.71–72,76,80 The technique can also be

applied after photoexcitation of the sample, allowing the

interaction between the exciton and paramagnetic impurities

to be observed,76,80 as well as photoexcited carriers bound to

impurities (i.e., donor and acceptor centres),202,203 or even

coupled donor–acceptor pairs.204 In combination with electron

nuclear double resonance (ENDOR) it offers the unique

possibility of identifying the nature of the trapping impurity

and its position in the NC.204 Optically detected magnetic

resonance spectroscopy (ODMR) detects changes in optical

processes (absorption, emission or photoconductivity) induced

by the application of magnetic fields, being therefore five

orders of magnitude more sensitive than conventional

EPR.46 This technique has been successfully applied to colloidal

NCs, yielding a wealth of information over the influence of

surface and interface defects on their optical properties.46

Scanning tunneling spectroscopy (STS). STS is a powerful

technique to unravel the electronic energy levels of individual

NCs and has been applied to both metallic and semiconductor

NCs.44,45 This technique is complementary to optical spectro-

scopy, but is inherently different in the sense that it separately

probes conduction and valence band states, thereby yielding

direct information on the density of hole and electron states.

For example, STS has been recently used to determine the

band offsets and carrier localization regimes in CdSe/CdS and

ZnSe/CdS dot core/rod shell nanorods,59 and to measure the

electron-hole interaction energy of PbSe/CdSe core/shell

QDs.102

3. The challenge of heteronanocrystal synthesis

Colloidal NCs are typically synthesized by combining precursors

that contain the constituent elements (viz., organometallic

compounds or inorganic salts) at sufficiently high tempera-

tures, in the presence of organic surfactant molecules. Thermal

decomposition of the precursors leads to nucleation and

growth of NCs. Colloidal HNCs are obtained if NCs of a

different material are already present when the precursors of

the second component are added. The surfactants control the

nucleation and growth rates by dynamically binding to the

surface of the NCs and to the constituent elements in solution,

and are thus essential to control the size and shape of the NCs

and HNCs. The functionality of the surfactant molecules

depends on both the polar head and the apolar tail. Surfac-

tants can be introduced explicitly, either as the solvent itself

(coordinating solvent) or diluted in a non-coordinating solvent

(e.g., octadecene, ODE), but can also be part of the precursor

compound (e.g., cadmium oleate).

The parameter space for controlling the nucleation and

growth rates of colloidal NCs and HNCs is quite large: nature

and concentration of precursors, rate (and method) of

addition of precursors, reaction temperature (which may be

different at different reaction stages), and composition

of the coordinating solvent (i.e., nature and concentration

of surfactants). This complexity renders the nucleation and
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growth kinetics quite sensitive to variations and inhomo-

genities in concentrations, temperature, and heating and

cooling rates. Therefore, the preparation of high-quality

colloidal NCs and HNCs is far from trivial, since seemingly

small variations may tip the system out of control, limiting the

reproducibility of many synthetic protocols. Nevertheless, this

complexity is also a very attractive feature, since it offers

plenty of room for judicious and systematic manipulation.

As will be discussed below, achieving an optimum balance

between nucleation and growth is a vital and usually challenging

problem, which is still empirically addressed. The underlying

mechanisms leading to nucleation and growth of colloidal

NCs are still poorly understood and, consequently, a general

theoretical model that accurately describes the formation of

colloidal NCs is not yet available. However, the colloidal

synthesis of NCs has been extensively investigated over the

last three decades and has developed into a rather mature field.

As a result, a number of fundamental principles has emerged

to guide the rational development of synthetic methodologies

for colloidal NCs and HNCs. These principles will be discussed

in section 3.1 below. The utility of this set of concepts as

guidelines for the design of preparation protocols for colloidal

HNCs will be illustrated in section 3.3. The impact of

unintentional impurities on the reproducibility of synthetic

protocols will be analysed on section 3.2. Considering that the

nucleation and growth of colloidal NCs and HNCs has been

treated extensively in several recent works,27–28,31 we will here

only outline the essential concepts, emphasizing the correla-

tions between them, and highlighting recent developments that

provide further insight into the topic.

3.1 Fundamental concepts

The formation of colloidal NCs consists of a long chain of

chemical steps, in which earlier events determine the fate of

later events. However, the overall process can be divided into a

small number of elementary kinetic steps.27–28,205,206 Basically,

four consecutive stages can be recognized:

1. Induction or pre-nucleation period. It is the time before

the existence of stable crystal nuclei can be discerned, and

encompasses a complex chain of coupled chemical reac-

tions, the first of which being the decomposition of precursors

into monomers (i.e., basic units of the NC) with rate k1
(see section 3.1.1). This is followed by assembly of the monomers

into smaller clusters (subcritical nuclei or NC embryos) with an

average rate k2. The rate limiting step will determine the overall

rate ki. It has been experimentally demonstrated206 that the

length of the induction period is inversely proportional to ki.

2. Nucleation period: formation of stable crystal nuclei

(i.e., critical nuclei). The critical nucleus is the size of the

cluster at the end of the induction period.205 Therefore, from

this perspective, nucleation is a singular event marking the end

of the induction period. We will thus define it as the final step

prior to the formation of the critical nucleus: either the

addition of one more monomer unit to the largest possible

subcritical nucleus or the assembly of 2 (or more) smaller

clusters, with a rate krc, which may be larger or smaller than

ki. The effective nucleation rate kn will be equal to the slower

rate (krc or ki) (section 3.1.2).

3. Growth of the nuclei into larger NCs. Growth may

proceed by sequential addition of monomer species to the

growing NC or by agglomeration of smaller NCs. In any

case, this process will be characterized by an average rate kg.

Typically, growth is terminated when the desired size

(and shape) is achieved by quickly cooling the reaction mixture

(section 3.1.3).

4. Annealing stage. Annealing requires equilibrium condi-

tions, in which the growth has effectively stopped. It may be

useful to improve the crystallinity and surface quality of the

NC and to fabricate complex colloidal HNCs, but is not

always possible or desirable, as it may lead to broadening of

the size and shape distribution (section 3.1.4).

The temporal separation of the nucleation and growth

stages is required for a narrow size distribution.5,19,27,28,205,206

This can be achieved by the so-called hot injection technique,

which involves the rapid injection of a cold solution of

precursors into a hot coordinating solvent, or by steady

heating of the reaction mixture (‘‘heating-up’’ method). It

should also be realized that the monomers available for

growth are those not consumed during the nucleation stage.

Therefore, nucleation and growth rates should be kinetically

balanced in order to yield good control over the size and shape

of the NCs. The final size is related to the rate constants kn and

kg, as well as the initial precursor concentration [P]0,
206 so that

when kg[P]0/kn is large relatively few nuclei grow quickly into

larger NCs, whereas when kg[P]0/kn is small a larger concen-

tration of smaller NCs is obtained. If the imbalance is too

large the synthesis fails, leading to either uncontrolled

growth of large crystals or no NCs at all. As it will be discussed

below (section 3.1.3), the monomer concentration during

the growth stage strongly affects the growth rates, thereby

determining not only the final size of the NCs, but also

their shape.

These four stages can also be identified in the colloidal

synthesis of HNCs, but the nature of the nucleation stage is

fundamentally different, since homogenous nucleation is

undesirable in this case. Moreover, the optimum balance

requires conditions that are quite different from those needed

in the synthesis of single component NCs. To clarify the funda-

mental reasons for these requirements and for the differences

between the synthesis of HNCs and NCs we will address each

stage in detail below.

3.1.1 Induction period: the precursor decomposition. As

mentioned above, the induction period involves two distinct

kinetic steps: (a) decomposition of precursors into monomers,

and (b) assembly of monomers into crystal nuclei of increasing

size. The latter step is better discussed in the context of

the nucleation process, so we will focus here on the first

fundamental step. The mechanism of monomer formation

and the nature of the monomer itself are often not well

understood, since comprehensive mechanistic studies have

been undertaken only for very few cases.

Recently, the mechanism of formation of ME NCs

(M= Cd or Zn; E = S, Se, Te) fromML2 and TBP-E in octa-

decene (TBP = tributylphosphine, L = OA or ODPA) has

been investigated in detail (Scheme 1).207 The cleavage of the

PQE bond is shown to be activated by the Lewis acidic
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character of the metal centre. This activation facilitates the

nucleophilic attack by the L� group. Evidence is presented for

a bimolecular decomposition mechanism, i.e., a second L�

group must bind to the P atom for the cleavage to take place.

The reaction rates increase with increasing temperature.

Further, the cleavage rates increase from S to Te (S o Se o Te)

and are substantially lower for the Zn-complexes. Oleate

complexes are observed to be more reactive than phosphonate

complexes, in agreement with other studies.134 These results

show that the surfactants may also have a role as reagents.

Therefore, changing their concentration in the reaction

mixture will likely affect the PQE cleavage rate, in addition

to the binding of surfactants to the NC surface. This may have

a large impact on the nucleation and growth rates, since the

cleavage of the PQE bond is likely the rate limiting step in the

formation of the monomers. Indeed, several experimental

studies have established a relationship between the concentra-

tion of surfactants and the precursor reactivity. For instance,

higher concentrations of phosphonic acids have been reported

to decrease the stability of Cd–phosphonate complexes.208

Similarly, high concentrations of OA increase the reactivity

of Cd(OA)2.
209 Further, amines have been shown to enhance

the reactivity of Cd–carboxylate salts,134 while depressing the

reactivity of In–myristate.210

The reaction mechanism has also been studied for the

formation of PbSe NCs from Pb(OA)2 and TOP-Se.211 Two

mechanisms were identified and observed to occur simul-

taneously: (a) nucleophilic attack of the PQSe bond by the

metal complex and (b) reduction of lead oleate to Pb0 by

phosphines, followed by reaction with TOP-Se. This highlights

the fact that phosphines are reducing agents and that some

impurities in TOP may be much stronger reducing agents

than TOP itself, thereby strongly affecting the reaction rates

(see section 3.2. below).

It should be emphasized that both mechanistic studies207,211

imply that the monomer is at least one ME unit stabilized by a

number of surfactant molecules. Moreover, considering that

the induction periods observed for the colloidal syntheses of

CdSe NCs vary dramatically depending on the reactivity of the

precursors (viz., r40 ms, B1s, and B10s, for TOP-Se with

Cd(CH3)2, Cd(OA)2, or Cd(TDPA)2, respectively, section

3.1.2, and minutes for Cd(TDPA)2 and TOP-S 57), we suggest

that the monomer formation is likely the rate limiting step in

the nucleation process of colloidal semiconductor NCs.

3.1.2 Nucleation stage. Nucleation is stochastic in nature,

and can be homogeneous or heterogeneous.19,22,23,27,28

Heterogeneous nucleation occurs at surfaces of foreign nuclei,

bubbles or pre-existing NCs. Homogeneous nucleation

requires spontaneous density fluctuations of the medium that

lead several atoms to assemble into a crystal nucleus. This

nucleus must be sufficiently large to be stable. The minimum

size for a stable nucleus is called critical radius (rC). Nuclei

smaller than rC redissolve, while nuclei larger than rC can

undergo further growth and are typically referred to as seeds.

3.1.2.I Homogeneous nucleation. Homogeneous nucleation

is undesirable in the synthesis of HNCs, as the homogeneously

nucleated NCs will compete with the growing HNCs for the

limited supply of monomers. Although the focus of this review

is the colloidal synthesis of HNCs, it is still useful to address

the process of homogeneous nucleation, as this facilitates the

understanding of the heterogeneous nucleation process and of

the conditions necessary to prevent homogenous nucleation. It

should be noted that in some cases (e.g., concentric core/shell

QDs), even heterogeneous nucleation should be prevented, as

a slow heteroepitaxial growth leads to higher quality shells

(section 3.1.3 below).

Various models have been used in the past to describe the

NC formation process: classical nucleation theory (CNT),

single particle growth laws, and rate equation based models.

Each of these models has advantages, drawbacks and

limitations.205,212 Nevertheless, the basic physics of nucleation

is best illustrated with the help of the simplest, and possibly the

most inaccurate, of these models: CNT. CNT is described in a

number of books and reviews,205 so we will not address it here

in any detail, but merely use it to qualitatively discuss the

underlying principles involved in the nucleation of colloidal

NCs, and to rationalize the large body of empirical knowledge

available. However, one should keep in mind that CNT has

several shortcomings, even for the seemingly simple case of

nucleation of liquids from gas, and therefore cannot provide a

quantitative description.205

The first requisite for nucleation is oversaturation. The

driving force for nucleation is the difference in free energy

between the crystal components (monomers) in the crystal and

in solution. The total change in free energy, DGTOT, for the

formation of a spherical crystal nucleus of radius r with n

monomers M (viz., an atom, molecule, or ionic pair) from a

solution of M is given by

DGTOT = (4/3)pr3DGV + DGS = (4/3)pr3rDm + 4pr2g
(1)

where DGV is the volume excess free energy and DGS is the

surface excess free energy. DGV will be negative due to the

energy freed by the chemical bonds formed in the crystal

nucleus, which largely compensates the energy spent to break

the bonds between the monomers and the solvent (or surfactant)

molecules. DGS will be positive due to the fact that monomers

at the surface have unsaturated bonds. The term r gives the

density of the crystalline phase and Dm represents the chemical

potential difference between the nucleus and the monomers in

solution, which can be approximated to �kT ln S. The

parameter S is a measure for the degree of oversaturation,

Scheme 1 Proposed reaction pathway for precursor conversion in the

colloidal synthesis of CdSe NCs. Reproduced with permission from

ref. 207. Copyright 2007 American Chemical Society.
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and can be expressed as S = ST/S0, where ST is the monomer

concentration in the growth solution and S0 the concentration

in equilibrium with a macroscopic crystal at temperature T.

This implies that it is also possible to achieve a high S by using

an excess of one of the precursors, since the relevant quantity

to define S0 is the solubility product of the crystal (e.g., for the

prototypical case of CdSe the product [Cd][Se]).

The term g is the interfacial tension between the developing

crystal and the supersaturated solution. Because DGV and DGS

have opposite signs and different size dependences, DGTOT will

reach a maximum for nuclei with critical radius rC and

then decrease with increasing radius. This imposes an

energy barrier for nucleation DGC, as it implies that crystal

embryos with ro rC redissolve to monomers, while those with

r 4 rC grow out to mature NCs, or even macroscopic crystals

if no constraints are imposed on the growth process.

The critical radius is given by:

rC = �2g/(rkT ln S) (2)

The size distribution of the critical nuclei can be very small

(smaller than 10%).19 Eqn (2) shows that higher T and/or

higher supersaturations lead to smaller rC, in agreement with

experimental results.213 Also, the concentration of critical

nuclei formed during the nucleation stage is directly propor-

tional to the monomer concentration.19

By analogy to Arrhenius expressions used to describe

thermally activated processes the steady state nucleation rate

J (number of critical nuclei per unit time in a unit volume of

solution) can be expressed as

J = J0 exp(�DGC/kT) D J0 exp[�16pg3/3k3T3(ln S)2] (3)

The pre-exponential factor J0 depends on the number of

monomer units per critical nucleus and the diffusion coefficient

of the monomers. Although eqn (3) is only qualitatively valid,

it provides useful guidelines for the manipulation of the

nucleation rates, since it shows that J is strongly dependent

on the interfacial tension g, the reaction temperature T, and

the degree of supersaturation S. This explains the success of

the hot-injection technique, since supersaturation at high T

results in small rC and high nucleation rates, leading to a burst

of nucleation, which lowers S and is accompanied by fast

cooling. The combination of lower S and lower T decreases the

nucleation rates to negligible values, effectively separating the

nucleation and growth stages. The concentration of nuclei

after nucleation has been shown to remain constant.19,213 It is

interesting to note that recent work has demonstrated that

separation between nucleation and growth also occurs in the

‘‘heating-up’’ method.214

The separation between nucleation and growth is further

facilitated by using less reactive precursors and suitable

surfactants. As discussed above (section 3.1.1), the monomer

formation from the precursors is likely the rate limiting step

in the induction period and nucleation stages, and is also

thermally activated. Therefore, the drop in T will also slow

down the monomer formation, increasing the impact of the

drop in S. This is probably the reason why less reactive

precursors (e.g., Cd(OA)2) require a relatively smaller T drop

than more reactive precursors (e.g., Cd(CH3)2). A similar

reasoning applies to the adjuvant role of surfactants in

separating nucleation and growth, since the binding between

surfactants and metal atoms is also stronger at lower T’s.

The reactivity of the precursors may also affect the

reproducibility of the synthesis. If the nucleation is very

fast, the effective reaction volume for nucleation will be

only slightly larger than the injection volume, and mixing

will quickly lower the concentration while simultaneously

increasing T. This may give rise to inhomogeneities due to T

and concentration gradients, which will be reflected in larger

size dispersions and poorer reproducibility. This is more

problematic if highly reactive precursors (e.g., Cd(CH3)2 and

TOP-Se) are used, because then the monomer formation is

very fast and consequently the induction period is short.

Analysis of a slow motion movie (provided as Electronic

Supplementary Information) shows that in this case nuclea-

tion takes place in r40 ms, which is much faster than the

whole injection (B700 ms for 10 mL). This means that when

using highly reactive precursors, such as Cd(CH3)2, the dura-

tion of the nucleation stage is essentially determined by the

time span of the injection itself. Therefore, the use of less

reactive precursors, such as Cd(OA)2, is beneficial because it

increases the induction times (see 3.1.1 above), allowing for

good homogenization before nucleation takes place.

Surfactants may lower or increase the nucleation rates,

depending on the nature of both the precursor and the

surfactant. As mentioned above (section 3.1.1), the surfactant

molecule also act as reactant, modifying the precursor reactivity.

If the precursor reactivity is enhanced by the surfactants

(e.g., primary alkylamines on Cd(II) carboxylate complexes134)

the nucleation rate increases due to higher rates of monomer

formation.215 Conversely, if the surfactant depresses the precursor

reactivity (e.g., amines on In(III) myristate complexes210)

the nucleation rate decreases. Additionally, the surfactant

molecules affect the nucleation rates by coordinating to the

monomer species, which increases the stability of the mono-

mers in solution with respect to the nucleus. This translates

into a lower Dm and a larger rC, therefore increasing DGC

and lowering the nucleation rate. Consequently, a higher

surfactant concentration will lower the concentration of nuclei

and increase their size.213,215 The stronger the interaction

surfactant-monomer, the more pronounced the effect.215 This

may become apparent even for surfactants that enhance

the precursor reactivity, provided their concentration is

sufficiently high.134

This complex interplay between precursors, surfactants and

nascent NCs is clearly illustrated by a recent study investi-

gating the growth of colloidal CdSe NCs in a diluted ternary

surfactant system (TOP, OA, and Bis-(2,2,4-trimethylpentyl)-

phosphinic acid, TMPPA).209 The deprotonated forms of OA

and TMPPA are also part of the Cd precursor (i.e., Cd(OA)2
and Cd(TMPPA)2). The final NC size and size dispersion were

observed to depend strongly on the concentration of surfac-

tants and the TMMPA/OA ratio, being larger for higher OA

concentrations. Further, the nuclei concentration initially

increased and then decreased to an equilibrium value.

These results can be understood in terms of a competition

between redissolution and growth, due to the acidity of

both coordinating agents and the different precursor stabilities.
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The higher stability of the Cd(TMPPA)2 complex decreases

both the growth and the dissolution rates, and therefore

stabilizes smaller nuclei. The weaker acidic character of

TMPPA further decreases the dissolution rates. Conversely,

OA is a stronger acid, while the Cd(OA)2 complex is less

stable. This shifts the equilibrium towards larger critical sizes

and facilitates Ostwald ripening, since the higher acidity

favours dissolution and the weaker OA–Cd bond offers less

protection to the surface ions.

It should be noted that the validity of the qualitative

conclusions drawn above is not affected by the shortcomings

of CNT. The greatest flaw of CNT is that it treats nuclei as

bulk material having macroscopic properties.205 The key

assumptions are: nuclei are spherical particles with uniform

and size-independent density and sharp interfaces. The inter-

facial tension g is also assumed to be size independent. Further,

interactions with surfactants and solvents are neglected. These

assumptions become unreasonable when considering a nucleus

of only several atoms. Most likely, both DGV and g are

size dependent,19,205 varying considerably with the size and

inherent structure of the growing nuclei, as well as with the

particular arrangement of the surface atoms and the surfactant

molecules.

3.1.2.II Heterogeneous nucleation. Nucleation is facilitated

by surfaces. The nucleating agent provides a low-energy inter-

face with the crystal phase, thereby lowering the activation

energy for nucleation DGC.
25–28 Heterogeneous nucleation will

thus happen at lower supersaturations and/or lower T’s than

homogeneous nucleation, making it possible to use reaction

conditions that effectively suppress homogeneous nucleation.

DGC for heterogeneous nucleation is given by:27

DGC(hetero) = DGC(hom) � f(Y) (4)

where f(Y) is a parameter that depends on the contact angle Y
between the nucleating crystal and the adjuvant surface. The

contact angleY is related to the ability of the growing material

to wet the substrate, which increases with decreasing inter-

facial tension. Higher wettabilities result in lower contact

angles, leading to more pronounced reduction in the nuclea-

tion barrier, and faster nucleation rates.

The interfacial tension in solid-solid interfaces is primarily

related to the lattice mismatch between the two materials.

Therefore, heterogeneous nucleation will be more effective if

the lattice mismatch between the nascent NC and the substrate

is small. Considering that different crystallographic facets

differ in terms of free energies and interatomic distances, it is

clear that the activation energy for heteronucleation will

be strongly dependent on the nature of the adjuvant facet.

Moreover, the crystallographic orientation of the nucleating

crystal will be imposed by the substrate in order to minimize

the interfacial tension. It should also be pointed out that

heterogeneous nucleation is facilitated on high energy sites,

such as defects and corners, and may dominate if the concen-

tration of such sites is too high. It is thus important in the

synthesis of colloidal HNCs that the NCs used as seeds have a

high-quality surface and excellent crystallinity.

As discussed in the previous section, surfactants have

an essential role in homogeneous nucleation, performing a

number of functions. Their impact on heterogeneous

nucleation is even more dramatic, since they will not only

regulate the monomer chemical potential in solution, but also

the free energy and accessibility of the adjuvant surfaces. The

surfactant molecules modify the free energies of the different

facets of the seed NC, thereby enhancing or depressing the

heteronucleation rates on specific facets. Moreover, surfactant

molecules sterically hinder incoming monomers, limiting or

even blocking the access to certain facets or surface sites. This

makes it possible to use surfactants to control the accessibility

of adjuvant surfaces, thereby accelerating, slowing down, or

preventing heteronucleation on selected facets of a NC seed.

For instance, it has been recently demonstrated that thermally

induced heteronucleation of Au NCs at defects along the body

of CdS nanorods is suppressed at temperatures sufficiently low

to ensure that the alkylamine surfactant monolayer is organized

in a densely packed phase that blocks the access of the Au

precursor to the surface sites.140 Long-chain amines show

effective blocking at higher T’s than short-chain ones, consistent

with a higher phase transition temperature (section 2.2.8).131

In another recent study, the surfactant concentration was used

to control the site-selectivity of heterogeneous nucleation of

Co NCs on TiO2 nanorods (Fig. 14).63 For low surfactant

concentrations, the growth of the Co NCs occurred non-

selectively at the sides and tips of the nanorods. At concentra-

tions sufficiently high to densely coat the sides of the rods,

nucleation occurred selectively at the tips. At even higher

concentrations, heterogeneous nucleation was impeded and

homogeneous nucleation dominated.63

3.1.2.III Magic size clusters. Under some circumstances the

so-called ‘‘magic size clusters’’ (MSCs) are transiently formed

in the early stages of the nucleation and growth of colloidal

NCs, when the NC sizes are below 2 nm. MSCs are clusters

containing a well-defined number of atoms and characterized

by a higher stability than slightly larger or smaller clusters.

Their presence in the reaction mixture is inferred from their

narrow and well defined optical absorption transitions.

Growth in the MSC regime is stepwise, since the clusters grow

from one magic-size to the next. The stability of MSCs is

typically explained by the closed shell configuration model.27

This model works well for metal MSCs, but is inadequate to

explain the structure of MSCs of semiconductors, which seem

to be based on small tetramers as the basic unit (e.g., the

adamantane cage, as observed for the family of selenophenol

capped CdSe MSCs isolated by Soloviev et al.216). The con-

tribution of ligand molecules to the stability of MSCs is also

probably significant. Density functional theory calculations of

Fig. 14 Mechanism for surfactant-controlled Co NC heteronuclea-

tion and growth on TiO2 nanorod seeds. Adapted with permission

from ref. 63. Copyright 2007 American Chemical Society.
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the morphology and electronic structure of Cd33Se33 clusters

(bare and capped with amine and phosphine oxide ligands)

have shown that the electronic states are strongly affected by

cluster-ligand interactions.220

It has been suggested that semiconductor MSCs correspond

to local thermodynamic minima in the progression from

precursors to nanorods and are formed only at the high monomer

chemical potentials needed to form the rod morphology.208,217

Recent work, however, suggests that MSCs are not inter-

mediates in the growth of nanorods, but rather kinetic

‘‘dead ends’’, that must decompose again to release the mono-

mers needed for growth, and therefore work as monomer

reservoirs, thereby modulating the growth kinetics.208

Further, semiconductorMSCs (primarily CdSe and CdTe) have

been observed under a variety of different conditions.92,218,219,221

Typically, high monomer oversaturations and low T’s

(B50–100 1C) are used. Under these conditions rC is very

small and growth rates are very slow, so that MSCs can

be stabilized. However, reactive precursors must be used

to ensure that monomer oversaturation is achieved at low

T’s. Stabilization by suitable surfactants is probably also a

requisite.

3.1.2.IV Nucleation mechanism. Understanding the nuclea-

tion mechanism of colloidal NCs is an essential prerequisite to

rationally design and fabricate HNCs with controlled size,

morphology and architecture. Accordingly, the nucleation

and growth of colloidal NCs in solution has been attracting

increasing attention,212–214,222–225 but is nevertheless still poorly

understood due to the small sizes and inherently transient nature

of the nuclei present at the early stages of NC formation.205 An

additional complication is that the nature of the monomeric

species that participate in the nucleation and growth is

still largely unknown, since studies aiming at unravelling the

chemical mechanism of colloidal NC formation are scarce

(section 3.1.1). As a result, a quantitative and general picture

of what happens during the nucleation and growth of NCs in

solution has yet to emerge, although remarkable advances in this

direction have been made in the last few years.

Recent work on both PbSe and CdSe colloidal QDs207,211

has provided convincing evidence that in the case of semi-

conductor NCs the monomer is at least one ME unit stabilized

by a number of surfactant molecules (section 3.1.1). It is

therefore reasonable to speculate that the nuclei involved as

intermediates during the formation of semiconductor NC

seeds (i.e., critical nuclei) may be similar to magic size clusters,

originating from the assembly of increasingly larger [ME]n
clusters (e.g., n = 1, 4, 8, 17, 32, as observed for solid state

selenophenol CdSe MSCs216). This raises the possibility that

sub-critical nuclei could break out into smaller clusters rather

than completely redissolve into monomers. However, it

remains a critical challenge to identify and monitor such

clusters in situ, as this requires techniques capable of tracking

the growth dynamics of very small clusters with fast temporal-

resolution in situ. Such techniques have only recently become

available. For example, NMR spectroscopy and mass spectro-

metry have been used to show that cyclic tetramers are

produced in the pre-nucleation stage in systems such as

Aluminium- and Gallium Phosphate.205

Recently, the nucleation kinetics of colloidal Au NCs was

investigated in situ by continuous flow time-resolved XAFS

(X-Ray absorption fine structure) spectroscopy.223 The Au

NCs were obtained through the reduction of AuCl4
� by citrate

ions in water in the presence of poly(vinylpyrrolidone) as a

stabilizer. The reaction is very slow, with the induction period

lasting 80 min. During this stage, AuCl6
�2 dimers are initially

formed and then react with AuCl4
� ions to form trimers. In a

subsequent stage higher order ‘AunCln+x’’ oligomers and

small Au clusters (e.g., Au13) are formed by sequential

addition of AuCl3
� units. Once the Au clusters are formed,

the growth rates accelerate, presumably due to coalescence of

smaller clusters into larger NCs.223

The nucleation and growth of colloidal Au NCs was also

recently probed by in situ time-resolved UV-vis absorption and

SAXS/WAXS spectroscopy (time resolution: 3, 130 and

800 ms, respectively).224 In this study the Au NCs were

obtained through the reduction of a gold salt by borohydride

in the presence of a cationic surfactant (DDAB) and an excess

of a alkyl derivative ligand (decylamine, DAm, or decanoic

acid, DAc) in toluene. The results show that the nucleation

rates are strongly affected by the ligands, being two orders

of magnitude larger for the amine than for the acid. The

difference between the two ligands is ascribed to the stronger

reducing power of DAm. The rate limiting step in the

formation of the Au NCs is the monomer formation from

precursors, i.e., reduction of the Au(III)-DDAB ion pair to

Au(I) or Au(0) species. This step occurs in 150–250 ms in the

presence of DAc, but is faster than 50 ms in the presence of

DAm, leading to a shorter induction period and a burst of

nucleation that nearly depletes the monomer supply for

further growth. Accordingly, when DAm is used, 2 nm

diameter Au NCs are already observed after 50 ms and a final

size of 2.8 nm is achieved after 3 s. In contrast, in the case of

DAc, the formation of 2 nm Au NCs starts only after 400 ms

and lasts for B1.5 s, consuming only 10% of the available Au

atoms. Subsequently, the number of NCs remains almost

constant while their size steadily increases, reaching 7 nm after

16 s.224 This behaviour clearly indicates a separation between

the nucleation and growth stages (see above), which can be

rationalized in terms of the balance between the rate of monomer

production from precursors (instantaneous monomer flux) and

the rate of monomer consumption by growth. After the first 1.5 s

all the monomers produced are consumed for growth therefore

preventing the concentrations to reach the oversaturation levels

required for nucleation.

3.1.3 Growth stage. The NC growth is a deterministic

process, whose outcome is dictated by the initial conditions

at the onset of the growth stage: temperature, composition

of the reaction medium (surfactant system and solvents),

concentration, size, shape and structure of the NC seeds,

and remaining concentration of monomers and precursors.

It is thus clear that the fate of the NCs is largely determined by

the nucleation stage. However, one should realize that these

initial conditions are not sharply defined, as a result of a

spread in nucleation time and fluctuations or inhomogeneities

in the reaction conditions during the induction period and

nucleation stage. Most importantly, the reaction flask in which
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the synthesis of colloidal NCs and HNCs is taking place is not

a thermodynamically isolated system, since its temperature

must be tightly controlled. In fact, it nearly always is an open

system, either due to addition of fresh precursors (e.g., to grow

a HNC) or simply because the reaction is carried out under an

inert gas flow. This makes it a very dynamic system, and offers

plenty of opportunities for judicious manipulation of the

growth rates.

3.1.3.I Growth dynamics. The growth rate of a NC increases

with the monomer concentration and the temperature, and is

strongly size dependent, since it depends on the surface area of

the NC. It is also strongly affected by the presence of surfac-

tants, which slow down the growth. The specific impact of a

surfactant system, however, will depend on its nature and

concentration. To understand the effect of the various reaction

parameters on the growth rates it is necessary to consider the

growth mechanism. Two elementary steps can be distinguished

in the growth process of a colloidal NC:22,27 (a) monomer

diffusion to the NC surface, and (b) incorporation of the

monomer into the NC. It should be noted that the competing

process of NC dissolution (removal of monomers from the NC

followed by diffusion away from the NC surface) will also

occur, but will become important only at low monomer

concentrations.

The driving force for diffusion is the concentration gradient

between the NC surface and the bulk of the solution. Therefore,

the monomer diffusion rate is determined by the monomer

concentration and the diffusion constant in the reaction

medium, which is a function of the temperature and the

composition of the growth solution (solvents, surfactants,

precursors). Diffusion rates can be increased by increasing

T and/or monomer concentration, or decreasing the surfactant

concentration in the growth medium. If the rate limiting step is

the monomer diffusion, the growth is said to be in the diffusion

controlled regime. It must be pointed out, however, that recent

theoretical modelling has challenged the concept of diffusion

limitation, since the typical experimental growth rates under

conditions presumed to be diffusion controlled are several orders

of magnitude slower than the diffusion limited theoretical

estimate.212

The incorporation of the monomer into the NC involves a

reaction between the monomer-surfactant complex and the

NC surface and thus involves a certain activation energy. It

also implies the release of at least one surfactant molecule. The

rate of this process is determined by the reaction rates between

the monomers and the NC surface sites. It is also possible

that precursors decompose directly at the NC surface. The

microscopic mechanism of monomer addition is still not well

understood. Nevertheless, it is clear that the reaction rates will

vary widely, depending on the different crystallographic facets

of the NC, and possibly also on the specific position of the

reaction site (e.g., centre of a facet, corner, etc.). If the rate

limiting step is the incorporation of monomers into the NC,

the growth is under reaction control.

The reaction controlled growth dominates at high concen-

trations of monomers, when the diffusion rates become so fast

that the diffusion process can be neglected. Therefore, it may

be expected that the initial NC growth will be primarily

reaction controlled. As the monomers are consumed, the

concentration drops, and the monomers in the immediate

vicinity of the growing NC are depleted. Under these condi-

tions monomer diffusion is expected to become the rate limiting

step. The growth rates will then be determined by the diffusion

rates and rates of dissolution and deposition.

The monomer concentration during the growth stage also

determines the size distribution of the NCs.22,26–28 At high

concentrations an initially broad size distribution can undergo

size distribution focusing. Due to the high concentration, rC is

small (see section 3.1.2), and all NCs grow. However, since the

growth rates are proportional to the surface area of the NC,

smaller NCs grow relatively faster than larger ones. At

low concentrations rC becomes large, and therefore the size

distribution broadens, since NCs larger than rC will grow at

expense of the smaller ones (defocusing regime or Ostwald

ripening). At lower concentrations dissolution rates accelerate,

and smaller NCs will dissolve faster due to their higher surface/

volume ratio. Recent theoretical modelling of the nucleation

and growth of colloidal NCs has shown that diffusion limitation

is not required for size distribution focusing, which can also be

achieved under pure reaction controlled conditions.212,222

Size defocusing can be prevented by two strategies: (a)

growth is terminated while the monomer concentration is still

in the focussing regime; and (b) the monomer concentration is

maintained high. To maintain concentrations in the focussing

regime some groups use repeated injections of fresh monomers.27

However, this may lead to new nucleation events if the

concentration exceeds the nucleation threshold. An alternative

is to use a large excess of one of the precursors.143 In this case,

growth will be limited by depletion of one of the NC com-

ponents and the final concentration product of monomers will

still be sufficiently high to prevent defocusing.143

There are two models for the growth of colloidal NCs:

kinetic control and thermodynamic control. In the kinetic

control model, growth occurs under conditions far from

equilibrium, so that the size and shape of the NC (or HNC)

are determined by the kinetic balance between several competing

processes. In contrast, the thermodynamic control model

is based on the concept of equilibrium and assumes that

the binding between the surfactant molecules and the NC

surface is sufficiently strong to thermodynamically drive the

system toward a particular average size under a given set of

conditions.225 Both models are valid, depending on the growth

conditions. The kinetic control regime occurs under conditions

that promote fast growth (viz., high monomer concentration),

while thermodynamic control will be active under slow growth

conditions (viz., low monomer concentration).226 Therefore, it

is possible that the NC growth starts under kinetic control and

later switches to thermodynamic control as the monomers are

consumed.

Several colloidal NC systems (e.g., MnO, CdSe92,143,212)

have been observed to reach a steady state at the end of the

growth stage. This is clearly demonstrated, for instance, by the

influence of the growth temperature on the final size of CdSe

NCs,19 which has been observed to increase with T (viz., 1.2,

1.7, 2.5, 3.2, and 4 nm in diameter at 100, 150, 200, 240 and

260 1C, respectively92,143). Moreover, the evolution of the NC

size in response to a sudden increase in T is very similar to that
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following a sudden increase in monomer concentration.19,143

The occurrence of a (pseudo) steady state following the

focusing regime has been recently supported by theoretical

modelling.212 In many cases the steady state is short lived and

is followed by an increase in size dispersion (defocusing

regime). This is particularly pronounced at higher T’s

(4260 1C in the CdSe system mentioned above143). However,

the use of an excess of one of the precursors, in combination

with relatively low T’s (viz., 240 1C), has been observed to

substantially increase the duration of the equilibrium state,

thereby preventing defocusing.143

The reaction mechanism is also crucial for the growth stage.

Recent work on the mechanisms underlying the formation

of InP QDs from In(III)–myristate and tris(trimethylsilyl)-

phosphine suggests that the broad size distributions typically

obtained are due to the high reactivity of the precursors.210 If

the precursors are completely depleted during the pre-nucleation

and nucleation stages, subsequent growth of the NCs will be

possible only via ripening and/or aggregation of nuclei. This

results in a large size distribution. It was also demonstrated

that amines hinder precursor decomposition, thereby partially

mitigating the deleterious effects of the exceedingly fast con-

version of precursors into monomers.210 This emphasizes the

important role of surfactants as reagents (sections 3.1.1 and

3.1.2.I), which in turn may strongly affect the growth rates,

given that the precursor conversion into monomers may

continue throughout the growth stage. A high precursor

stability results in higher activation energies for monomer

addition to the NC, decreasing the growth rates and enhancing

the differences between the growth rates of different crystallo-

graphic facets.134,215,227

Surfactants also affect the NC growth by binding to monomer

species in solution and to the NC surface, thereby decreasing

both the reaction and the diffusion rates. Further, the surfac-

tant layer also depresses the reaction rates by limiting access to

the NC surface and by actively competing with the monomers

for the reaction sites. As mentioned above (section 2.2), the

functionality of the surfactant molecules depends on both the

polar head (coordinates to metal atoms) and the apolar tail

(affects the diffusion properties). The interactions between the

surfactant molecules will also have a profound impact on the

growth rates, because they determine the surfactant dynamics

in the reaction medium and at the NC surface. Faster

dynamics result in faster growth, since the residence times of

the surfactant at the NC surface will be shorter (see section

2.2.4), thus making the surface more accessible to monomers.

The surfactant dynamics are determined both by the polar

head group and the apolar chain length, so that weakly

coordinating head groups and/or shorter chains result in faster

dynamics, and consequently faster growth at relatively lower

T’s.134 The dynamics also depend on the concentration

of the surfactant and the temperature, so that higher T’s or

lower concentrations lead to faster dynamics. However, for

surfactants capable of enhancing the precursor reactivity

(section 3.1.2.I), concentrations below a certain threshold will

depress the growth rates.134

3.1.3.II Crystalline phase control. Due to the high surface

to volume ratio of NCs the overall surface energy can

dramatically modify the stability of crystalline phases, making

it possible to obtain NCs with crystal structures that are

metastable for the bulk material. As it will be discussed below

(3.1.3.III), this has important consequences for the shape

control of NCs and HNCs.

The most common reaction parameter to control the

crystalline phase of a NC is the growth temperature. Typically,

growth at higher T’s yield the phase that is thermodynamically

stable for bulk at ambient conditions, while NCs produced

at sufficiently low T’s crystallize in the metastable phase

(e.g., CdSe NCs are wurtzite, WZ, and zinc-blende, ZB, and

MnS NCs are rock-salt, RS, and WZ, at high and low T’s,

respectively).1,24,57 Surfactants can also have a large impact on

the crystal structure of a NC, by modifying the surface

energies of the facets, thereby changing the relative stability

of a given phase. For example, CdSe NCs have been synthesized

with either the ZB or the WZ structure, without changing the

growth T, by simply adding TDPA to the Se precursor.228 In

the absence of TDPA or with TDPA in the Cd precursor

solution WZ is obtained. Surfactants have also been reported

to control the crystal structure of CdTe NCs (ZB or WZ).215

Phase (and shape) control of NCs has also been achieved

without changing the growth T or the nature of the surfac-

tants, by tuning the nucleation and growth kinetics.226 Very

high supersaturations were observed to yield ZB ZnSe NCs,

suggesting that the initial nuclei have the ZB structure, which

is then kinetically frozen due to the fast growth. Conversely,

very low supersaturations lead to ZnSe nanorods with the WZ

structure, which for bulk ZnSe is stable only at high T’s

(41420 1C).226

3.1.3.III Growth and shape control. The ability to control

the shape of colloidal NCs has grown dramatically in recent

years, yielding a plethora of 0-dimensional (e.g., cubes, stars,

pyramids), 1-dimensional (e.g., straight or zig-zag wires), and

2-dimensional (e.g., platelets and disks) NCs, as well as more

complex morphologies (e.g., multipods and nanorings).21–26

Shape control has been recently extended to colloidal HNCs,

producing a wide variety of sophisticated nanostructures, in

which the composition, morphology, and connectivity of the

individual segments of the HNC can be varied (viz., concentric

core/multishell QDs, heterodimers, nanodumbbells, hetero-

nanorods and multipods, Fig. 15).25–30

Although colloidal NCs are very often referred to as

spherical, they are never truly so, since a NC is always highly

facetted, and therefore should better be described as nearly

spherical. In fact, NCs frequently present shapes that, albeit

isotropic, cannot be approximated to spherical (e.g., cubes,

tetrahedra, octahedra, truncated cubes, etc.). Therefore, to

understand the mechanisms underlying the shape control of

colloidal NCs, it is more insightful to classify the morphology

of a NC in just two categories: nearly-spherical or isotropic

(i.e., low aspect ratio) and anisotropic (i.e., high aspect ratio).

According to Wulff’s theorem, the equilibrium shape of a

crystal is the one that minimizes the overall surface free

energy, and will thus be dictated by the relative surface

energies of the various facets.27 Therefore, under thermo-

dynamic control, when the growth rates are sufficiently slow

to allow equilibrium to be achieved, the shape of colloidal NCs
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and HNCs will be isotropic, although facetted, both because

this minimizes surface area and because low-energy facets of

the NC are relatively close to each other in energy.22,27

However, the shape of colloidal NCs or HNCs is frequently

not the equilibrium one, because usually the growth is

quenched while the growth rates are still significant, resulting

in metastable anisotropic morphologies that are kinetically

controlled.22,27 The growth rate of a crystal facet depends

exponentially on the surface free energy,22 so that at high

growth rates high-energy facets grow more quickly than

low-energy facets, typically yielding high aspect ratio shapes.

These shapes can still be rationalized in terms of Wulff

constructions, by replacing free energies by growth rates, since

fast growing facets tend to disappear.27 It is worth noting that

the NC shape is ultimately determined by the surface free

energies, both under thermodynamic and kinetic control, since

in the first case the NC surface consists primarily of low-

energy facets, while in the latter the high-energy facets exhibit

the fastest growth rates.

It is thus clear that the shape of a NC (or HNC) can be

controlled by manipulating the surface free energies and the

growth kinetics. This can be achieved by tuning a number of

reaction parameters: temperature, concentration and nature of

precursors, concentration and nature of the surfactants,

crystal structure of the growing material, and concentration,

shape, faceting and structure of the seeds (nucleated in situ or

added). The impact of each parameter depends on the growth

mechanism. In the discussion above, it was implicitly assumed

that the growth proceeds via monomer addition to an existing

NC seed, so that the crystallographic orientation of the

growing monolayer is dictated by the substrate facet, resulting

in homo- or heteroepitaxial growth, depending on whether or

not the compositions of the growing material and the seed are

the same. The possibility of growth through NC aggregation is

often overlooked, based on the assumption that the surfactant

molecules provide an effective steric barrier to NC coalescence.

However, there is substantial evidence that particle coalescence

or even oriented attachment can also play an important role in

the growth and shape control of colloidal NCs.38,206,225

To date, several mechanisms have been proposed for the

shape controlled growth of NCs.23–28,31 These mechanisms are

typically addressed separately, but it should be noted that

there is no fundamental reason for them to be mutually

exclusive. In fact, the coexistence of different growth mechanisms

is probably a common occurrence. Furthermore, although a

single universal mechanism is unlikely to exist, the shape

control of NCs (and HNCs) can be rationalized in terms of

a few general principles. Given that the various approaches

developed for the size and shape control of colloidal NCs and

HNCs have been extensively reviewed in several recent

works,23–28,31 we will here only outline the underlying principles

involved in the shape control under each of the different

growth regimes (homoepitaxy, heteroepitaxy, and oriented

attachment), and discuss recent developments providing further

insight into the topic.

Shape control and homoepitaxy. The shape of a NC under

homoepitaxial growth can be understood in terms of the

general principles described above. The growth regime is

determined by the monomer flux towards the NC surface.27,217

The monomer flux is defined by the monomer diffusion rate,

which increases with the effective monomer concentration and

the temperature. High monomer fluxes favour anisotropic

growth, while low fluxes lead to isotropic growth. Monomer

fluxes that are too low to sustain growth, but are still sufficiently

high to prevent NC dissolution, lead to a process of internal

ripening in which material is transported from high-energy

facets to low-energy facets, causing the aspect ratio to slowly

decrease towards a roughly isotropic shape. Very low fluxes

result in inter-NC ripening, because the dissolution rates

increase (see above).

It is interesting to note that very high monomer fluxes may

induce branching, leading to the formation of multipods or

even hyperbranched NCs. To understand this phenomenon

Fig. 15 Gallery of HRTEM images of colloidal HNCs of various

compositions: (a) dot core/rod shell CdSe/CdS nanorod (scale bar: 5 nm).

Reproduced with permission from ref. 57, Copyright 2007 American

Chemical Society. (b) CdSe/CdS nanotetrapod. Reproduced with

permission from ref. 57, Copyright 2007 American Chemical Society.

(c) CdTe–CdSe–CdTe dumbbells. The images show that the CdTe dots

are neither wurtzite nor oriented along the c-axis of the CdSe rod.

Reproduced with permission from ref. 60, Copyright 2006 American

Chemical Society. (d) PbSe/CdSe core/shell QDs. Courtesy of M. A.

van Huis, Delft University of Technology, Netherlands. (e) Au–Fe3O4

core/shell HNCs (scale bar: 4 nm). Reproduced with permission from

ref. 51, Copyright 2006 American Chemical Society. (f) electron

diffraction pattern of the HNC shown in (e). Reproduced with

permission from ref. 51, Copyright 2006 American Chemical Society.

(g) Fe3O4–Au–Fe3O4 HNC (scale bar: 4 nm). Reproduced with

permission from ref. 51, Copyright 2006 American Chemical Society.

(h) CdSe NCs grown onto a NaYF4 :Yb,Er NC (scale bar: 3 nm).

Reproduced with permission from ref. 229, Copyright 2010 American

Chemical Society. (i) Au–Fe3O4 (scale bar: 2 nm). Reproduced with

permission from ref. 52, Copyright 2005 American Chemical Society.

(j) g-Fe2O3–CdS. Reproduced with permission from ref. 56, Copyright

2005 American Chemical Society.
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one has to consider that the growing NC is facetted, but is

embedded inside an isotropic diffusion sphere, so that different

parts of the NC are exposed to different concentration

gradients.27 These differences are negligible at low concentra-

tions, but increase dramatically with increasing concentra-

tions, because the spatial extension of the diffusion layer is

inversely proportional to the diffusion rates. Consequently,

different parts of the NC will grow slower or faster. A fast

growing region will produce a flux from the slower growing

regions towards itself and simultaneously move towards the

boundaries of the diffusion sphere, where the concentrations

are even higher. At sufficiently high concentrations, this will

lead to self-sustained branching from high-energy facets or

sites (e.g., corners, edges or defects) of the NC and may lead to

hyperbranching, since any defect (e.g., kinks, stacking faults)

in the fast growing branches will serve as a nucleation site.

In the effective concentration model217 the need for strong

surfactants to produce anisotropic shapes is explained simply

by their ability to yield high monomer concentrations after the

nucleation stage.27,217 Therefore, the same surfactant may

lead to either isotropic or anisotropic shapes, depending on

the effective monomer concentration. In this context, the

precursor stability and the surfactant-precursor interactions

are also very important, since they will affect both the nuclea-

tion and the growth stages (sections 3.1.2 and 3.1.3.I). A slow

nucleation leads to fewer nuclei and higher residual monomer

concentration, and therefore favours anisotropic growth.

Conversely, fast nucleation leads to higher concentration of

smaller nuclei and lower residual monomer concentration,

thereby favouring isotropic growth.

The surfactant molecules may also have a more direct

impact on the NC shape. As mentioned above (section 2.3),

the surface free energies of the various crystallographic facets

of a NC can be remarkably different and may be strongly

modified by surfactants and surface reconstruction. This

affects the equilibrium shape of the NC (section 2.3),158 and

also kinetically controls the NC shape during growth. Further,

some surfactants may bind more strongly to certain facets,

thereby restricting their accessibility to monomers and increasing

the activation energy for monomer addition to surface sites

located on these facets.23,25–27 This is usually referred to in the

literature as the ‘‘selective adhesion model’’. The different

bonding strengths of the surfactants to different facets will

enhance or depress their relative growth rates, which may lead

to highly anisotropic shapes, particularly under high monomer

fluxes. The decisive role of selective adhesion in the shape

control of colloidal NCs has been clearly established on a

number of studies, leading to rods, tetrapods, platelets, bullets,

and other complex shapes.23,25–27 For example, CdTe NCs

grown in ODPA :TOPO mixtures are dot shaped, while

growth in ODPA :TOPO :Methylphosphonic acid (MPA)

leads to multipods (bipods, tripods and tetrapods).230 The

growth rates and number and length of arms was observed to

increase with the concentration of MPA.230 Similarly, the

controlled synthesis of hyperbranched CdTe and CdSe NCs,

with shapes ranging from ‘‘thorny balls’’ to tree and

‘‘spider net’’-like ramified dendrimers, has been recently

achieved by varying the amount and type of surfactant

(e.g., mixtures of TDPA and 2-carboxyethylphosphonic acid,

CEPA, yield different degrees of branching depending on the

CEPA :TDPA ratio).161 Further, CdSe nanoplatelets have

been recently obtained by carrying out the growth in the

presence of acetate.231

The impact of the surfactant molecule on the NC shape

depends on the head group and the apolar tail. For strongly

binding head groups the ability to boost anisotropic growth

and branching increases with decreasing chain length. This has

been extensively investigated for the anisotropic growth of

CdSe NCs using TOPO and phosphonic acids (PA’s) as

surfactants and Cd–phosphonate complexes and TOP-Se as

precursors.208,217,232 These studies have clearly established that

shorter chain PA’s lead to higher aspect ratio nanorods and

favour branching, facilitating the growth of tetrapods. This is

due to a combination of factors.208,232 First, shorter alkyl

chains result in lower precursor stability (e.g, reactivity of

Cd-hexylphosphonate is ca. 3 orders of magnitude larger than

that of Cd-tetradecylphosphonate) and faster diffusion rates,

leading to faster nucleation and growth. Further, shorter

chain PA’s bind more dynamically than their longer chain

counterparts, enhancing the impact of selective adhesion

on the growth rates of different facets. Therefore, shape

control is easier to achieve using a mixture of short and long

chain PA’s.232

Anisotropic growth is also favoured by lower growth

temperatures, since the reaction rates decrease.25 Therefore,

the free energy differences between different facets and the

selective adhesion of surfactants become more discriminatory,

strongly affecting the growth rates of different facets.25,233,234

However, short chain ligands are needed as well,233 since the

reactivity of precursors based on long chain ligands is negligible

at low temperatures. For instance, it has been observed that

in a diluted monosurfactant system (viz., 2-hexenoic acid,

2-octenoic acid or 2-decenoic acid in ODE) spherical NCs

are obtained at 300 1C, while at lower T’s (viz., 270 and

220 1C) rods are obtained (lower T’s and/or shorter chains

lead to longer rods).233

As mentioned above, high-aspect ratio shapes are rarely the

equilibrium shape and therefore the morphology of aniso-

tropic NCs will evolve in response to changes in their solution

environment (see section 3.1.4 below). For example, annealing

of CdSe nanorods at 300 1C at low monomer concentration

leads to a process of internal ripening in which the aspect

ratio slowly decreases until a roughly isotropic shape is

achieved.26–28,217,235 If annealing is carried out while keeping

a high monomer concentration but slowly replacing the surfac-

tant (e.g., TDPA by acetate235), the nanorods evolve to

nanobullets, trigonal pyramids and eventually multipods in

which the arms grow in the 101 direction (in contrast to the

002 orientation normally observed for rods and multipods

grown in the presence of phosphonic acids).235

Finally, the crystalline phase of the seed also influences the

final shape of the NC.24,27 Non-centrosymmetric crystal struc-

tures, such as WZ (e.g., CdSe and CdTe), are inherently polar

and tend to grow anisotropically, easily yielding rods and

multipods. In fact, NCs of materials with the WZ structure are

rarely truly isotropic, commonly yielding prolate NCs (aspect

ratio: 1.2–1.5). Conversely, centrosymmetric crystal structures,

such as ZB (e.g., CdTe, CdS) and rock-salt (e.g., PbSe, MnS),
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tend to grow isotropically along the three crystalographic

axes, resulting in nearly spherical NCs, cubes or tetrahedra

(commonly with truncated edges). Nevertheless, centro-

symmetric materials are also often observed to yield aniso-

tropic shapes such as rods and wires,24,27,37,164 sometimes

under low monomer fluxes. This cannot be explained by kinetic

arguments, and is usually ascribed to oriented attachment

(see below).

Structural polytypism and twinning can also be exploited to

yield branched NCs.25–27 This is well illustrated by CdSe and

CdTe NCs, which can crystallize in either the WZ or the ZB

crystal structures. The two structures are very close in energy

and therefore switching between them can be driven kinetically

or by selective adhesion of surfactants, allowing the fabrica-

tion of complex shaped NCs, such as tetrapod, dendrimer and

hyperbranched NCs.25–27,161 The final shape of a NC is also

critically affected by the morphology and faceting of the NC

seeds. For example, upon fast growth conditions tetrahedral

ZB CdSe NC seeds, with four {111} facets, yield tetrapods,106

while cuboctahedral ZB CdSe NC seeds, with eight {111}

facets, yield octapods.234

Shape control and heteroepitaxy. The principles discussed

above for homoepitaxial growth also apply to heteroepitaxial

growth, but shape control of HNCs is inherently more challenging,

since the requirement for lattice matching at the hetero-

interface imposes larger constraints on the morphology of a

HNC. The essential difference between homo- and hetero-

epitaxial growth is that the latter depends on both the surface

and the heterointerfacial free energies. Therefore, the shape of

a colloidal HNC is extremely sensitive to the characteristics of

the seed (crystal structure, size, shape and faceting, surface

defects, etc.) and the nature of the growing material. Never-

theless, the current understanding of the impact of the seeds on

the shape of HNCs is still limited, although it is clear that

misfit strain at the heterojunction is very relevant. Moreover,

several other complex mechanisms, such as solid-state atomic

diffusion and/or exchange, redox processes, phase separation,

and oriented attachment may intervene in the heteroepitaxial

growth process.25,27,28

Interfacial strain due to lattice mismatch is an important

issue in nanostructures grown by heteroepitaxy, as the wealth

of data on QDs and quantum wells grown by vapour phase

(VP) deposition methods clearly illustrates.236,237 The growth

mode and shape evolution is dictated by the interfacial strain,

which is in turn determined by the interface free energies and

the lattice mismatch.236 Depending on the latter, three different

heteroepitaxial growth modes can be distinguished:236

(a) layer-by-layer growth (Frank van der Merwe mode, FM,

for lattice matched systems); (b) layer growth followed by self-

organization in islands (Stranski-Krastanow mode, SK, for

lattice mismatched systems with relatively small mismatches,

i.e., r10%); and (c) island growth (Volmer-Weber mode,

VW, for lattice mismatched systems with larger mismatches,

i.e., Z 10%). In the case of the FM mode the strain is

negligible and therefore the thickness of the heteroepitaxial

layer is in principle unlimited. Conversely, in the VWmode the

growing material will minimize the interfacial area, therefore

growing as islands. In the SK mode a thin heteroepitaxial layer

grows, but is strained due to the lattice mismatch. Strain builds

up as the thickness increases, and, as a result, self-reorganization

of the layer into islands will occur to relieve strain, if the

thickness exceeds a critical value. This critical thickness is

determined by the strain energy and is therefore smaller for

larger mismatches, but is typically just a few monolayers

(MLs). For example, the critical thickness for the growth of

InAs over GaAs (7% lattice mismatch) is 2 MLs.238

Strain relaxation in VP-grown layers can occur by energy

minimization mechanisms that yield defect free islands, such

as elastic relaxation on facet edges and renormalization of

the surface (or interface) free energy, but it can also occur

through the formation of misfit dislocations and other defects,

especially as the islands grow larger.238 These defects can

severely compromise the properties of heterojunction nano-

structures by, e.g., increasing nonradiative recombination

rates.237 It should be noted that strain relaxation is a dynamic

process that occurs concomitantly with the growth, and there-

fore is under strong kinetic control. As a result, relaxation by

formation of misfit dislocations and other defects is favoured

under fast growth conditions, because they involve the reorgani-

zation of fewer atoms than interface and surface reconstruction

processes and island formation.

Heteroepitaxial growth of colloidal HNCs is expected to be

analogous to that observed via VP techniques,25,28 but one

should keep in mind that colloidal HNCs are much smaller

and more facetted than their VP-grown counterparts. Con-

sequently, colloidal HNCs are able to accommodate larger

degrees of interfacial strain, and therefore heteroepitaxial

growth may occur for larger lattice mismatches. For example,

ZnS shells can be grown over CdSe cores despite the large

lattice mismatch (viz., 12%), although the shell thickness will

be limited to 2 or 3 MLs.30 Further, the critical thickness for

the self-reorganization will be larger in colloidal HNCs than in

VP-grown heteronanostructures, making it possible to grow

relatively thick shells of lattice-mismatched materials over NC

seeds. To minimize the strain field in the shell, the chemical

bonds in the HNC core become also partially strained. This

induces an axial compressive or tensile stress in the HNC core,

depending on whether the bonds are shorter or longer than

normal.

Recently, the PL of Mn2+ doped at radially controlled

positions in the shell of CdS/ZnS core/shell NCs (7% lattice

mismatch) has been used as a local probe of the pressure in the

shell.239 This pressure is induced by compressive stress, since

the lattice parameters of ZnS are smaller than those of CdS.

The redshift of the Mn2+ PL with increasing shell thickness

indicates a pressure of more than 4 GPa for 7.5 MLs

of ZnS.239 It is interesting to note that this thickness is

much larger than the critical value observed for InAs hetero-

pitaxial layers grown over GaAs substrates by VP methods

(i.e., 2 MLs), despite similar lattice mismatches (B7%). This

demonstrates that colloidal HNCs can indeed accommodate

larger lattice mismatches than their VP-counterparts. The

radial dependence and magnitude of the pressure derived

from the Mn2+ PL shift were shown to be in good agreement

with theoretical models, which allowed the authors to estimate

that the pressure induced by a hypothetical 7.5 MLs thick

ZnS heteroepitaxial shell on CdSe would be 10 GPa.239
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This explains why the ZnS shell is experimentally observed to

grow smoothly over CdSe only for a couple of MLs. The strain

for thicker ZnS shells over CdSe cores is thus likely to exceed

the threshold for creation of misfit dislocations. On the

other hand, for CdSe/CdS and CdSe/ZnSe the mismatches

are smaller (3.9% and 6.3%, respectively), and therefore

the maximum interfacial pressure remains smaller, possibly

allowing unlimited thick shells. Accordingly, CdSe/CdS

core/shell HNCs consisting of 19 CdS MLs overcoating a 3

nm CdSe core have been recently obtained.86

The facetted nature of colloidal NCs also makes the hetero-

epitaxial growth over colloidal seeds much more complex than

under VP conditions, since different facets will not only have

different free energies and reactivities, but will also offer

different lattice mismatches. Further, as discussed above,

surfactant molecules may bind more strongly to certain facets

of the NC seed, thereby decreasing their growth rates and

availability for heteroepitaxial growth,25 irrespective of their

suitability in terms of lattice mismatch. The combination of

these constraints may result in anisotropic growth or the

formation of complex morphologies even under conditions

that would yield isotropic growth under homoepitaxy. For

instance, it has been experimentally demonstrated that aniso-

tropic HNCs, such as heterorods, can accommodate much

larger lattice mismatches (as large as 11%) than concentric

structures such as core/shell QDs.65 Consequently, the length

of colloidal heteronanorods or multipods is less limited than

the shell thickness of core/shell HNCs and typically reach

several tens of nm, or even hundreds, allowing the fabrication

of narrow colloidal nanowires. Strain relaxation in this case

occurs primarily by the periodical formation of stacking faults

and dislocations, which do not preclude the continued growth

of the nanorod or nanowire.

The different susceptibilities to heteroepitaxial growth of the

various facets of a seed NC have been exploited to fabricate

complex HNCs. For example, the tips of nanorods with the

wurtzite structure typically consist of the polar facets, which

are more reactive than other facets. This fact has been

successfully utilized to grow a number of different materials

(e.g., PbSe,61 Au,140 or CdTe60) selectively at the tips of CdSe

and CdS nanorods, yielding dumbbell or matchsticks HNCs.

To prevent nucleation on the lateral facets a relatively low

temperature is needed (e.g., 130 1C for PbSe on CdSe).61

Similarly, a number of different materials (e.g., Co) has been

grown on the tips of TiO2 nanorods.25–28,63 When the lattice

mismatch between the NC seed and the material to be

deposited is too large, heterogeneous nucleation will dominate

over heteroepitaxial growth. In this case, preferential nucleation

may occur on selected facets that offer the smallest possible

mismatch, yielding heterodimers or oligomers.25,27,28 It is then

also possible that growth occurs only on high energy sites such

as corners and/or defects.

The monomer concentration also has a crucial impact on

the shape control of HNCs, since fast growth rates may be

incompatible with slow mechanisms of strain minimization

(e.g., interfacial reconstruction and strain redistribution). The

resulting shape and structure of the overgrown material will

then be the one that is more effective in terms of dynamically

minimizing the overall strain energy. Under such conditions

the growth of concentric HNCs is precluded, and very often

homogeneous nucleation followed by homoepitaxial growth

prevails. It is also possible that under fast growth conditions

and/or large mismatches the deposited material grows as an

amorphous shell, which later undergoes crystallization and

shape change under annealing conditions.26,27 It should be

noted that the residual strain energy after the growth stage will

be decisive for the shape evolution under annealing conditions

(section 3.1.4).

It may also be expected that the mechanisms for strain

relaxation will be different in colloidal HNCs. The investi-

gation of type-I core/shell QDs has clearly established that the

lattice mismatch induces strain at the core-shell interface,

which negatively affects both the QY and the stability of

the QD and limits the shell thickness.30,239 Nevertheless, the

mechanisms by which interfacial strain relaxation affect the

properties of colloidal HNCs are still poorly understood, since

very few studies have addressed this topic. The shell distribu-

tion on CdSe/ZnS core/shell QDs has been investigated by a

few groups.35,160,240 These studies have provided a clear

structural basis for near unity PL QY on CdSe based

core/shell HNCs, showing that high PL QYs require uniform

coating by a reasonably thick (Z 5 MLs) heteroepitaxial

shell.35,160,240 This requirement is not met by CdSe/ZnS

core/shell HNCs. Due to the large lattice mismatch, the

distribution of ZnS around the CdSe core is highly aniso-

tropic. The ZnS shell appears to be located more on one side of

the NCs and form irregular patches on the core that in general

do not uniformly surround the CdSe core.240 Moreover, ZnS

NCs are also present, implying that very often homogenous

nucleation of ZnS NCs has prevailed over heteroepitaxial

growth and/or heterogeneous nucleation. An uniform shell

coverage is obtained only for a graded CdS/ZnS shell material.

In this case preferential growth takes place on the anion

terminated facets, yielding bullet shape core/shell HNCs.35,160

Further, the Se polar facet is observed to have the fastest

growth rate, followed by the Se-rich (10�1) facets.

Shape control and oriented attachment.Oriented attachment

of smaller NCs into larger nanostructures has been proposed

to explain the formation of anisotropic and complex shaped

colloidal NCs of a number of different materials (viz., TiO2,

PbSe, PbS, CdSe, CdTe, Au, MnO, ZnS, etc.).38,43,241,242 For

example, the formation of PbSe nanowires and nanorings,243

nanostars,244 and, more recently, nanorods,245 has been attri-

buted to growth through oriented attachment. There are also

reports on the formation of narrow nanowires (B1.5–3 nm

diameter and up to 200 nm long) by oriented attachment of

NCs during growth at mild temperatures (B100–150 1C) and

long times (4 to 70 h) (e.g, ZnSe :Mn nanowires246 and CdSe

nanorods247 by heating-up single-source precursors in HDA,

CdSe nanowires248 by reacting Cd acetate and selenourea in

amines). Oriented attachment has also been observed during

post-preparative treatments, leading to the formation of

single-crystalline CdSe249 and CdTe nanowires.250 The nano-

wire growth occurred spontaneously at room temperature and

took several days to be completed.249,250 The diameter of

the wires was determined by the diameter of the parent NCs

(1.6 nm and 3–5 nm for CdSe and CdTe, respectively249,250).
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Surfactants have been observed to play a decisive role in

the growth of NCs by oriented attachment, possibly by

destabilizing or selectively exposing certain facets.38 For

instance, it has been clearly established that the acetate con-

centration is by far the most important parameter for the

formation of PbSe star-shaped NCs, presumably due to a

pronounced reduction in steric hindrance.244 Moreover, oriented

attachment appears to be facilitated by shorter chain and/or

relatively weak surfactants (e.g., pyridine,249 thioglycolic

acid,250 or acetate244).

Three different stages have been identified in the growth of

CdSe and CdTe nanowires through oriented attachment.248,250

Initially, small NCs (sometimes as small as MSC’s246–249) are

generated, or added to the growth medium in case of post-

synthesis growth. This is followed by oriented attachment of

the parent NCs in pearl necklace aggregates, which sub-

sequently reorient and fuse, yielding single crystalline nano-

wires. The fusion process is accompanied by recrystallization

from ZB to WZ. The overall process is probably driven by

the reduction of the surface and interfacial energy, thereby

minimizing the total free energy of the system. Most likely,

these three stages are a general feature in the mechanism of

formation of nanostructures through oriented attachment.

Indeed, this general mechanism is corroborated by a recent

in situ study of the low-temperature (100 1C) unification of

PbSe NCs through oriented attachment,164 which allowed the

direct observation of a complex chain of processes: NC

coalescence, followed by multiple rotations to achieve proper

lattice orientation, interfacial relaxation to eliminate misfits

and finally fusion into larger single-crystalline NCs.

Growth by NC coalescence in solution has also been

recently observed in situ by using solution TEM.225 Coalescence

events were more common for smaller Pt NCs, due to their

larger surface-to-volume ratio and greater mobility. After

a coalescence event the resulting particle underwent a

relaxation process, during which the individual NCs fused

and recrystallized, along with a shape change and slight loss of

monomers.225 The results show that individual nearly-spherical

Pt NCs can grow either by monomer attachment from solution

or by particle coalescence.225

It is generally accepted that the oriented attachment process

is driven by a dipolar interaction between the parent NCs. The

recent observation of the transient formation of short strings

of NCs in solutions of both PbSe and CdSe colloidal NCs

provides further support to this idea.251 A size-dependent

permanent dipole moment has been reported for WZ CdSe

NCs and nanorods,252,253 and ascribed to the intrinsic polar

character of the WZ lattice. However, dipole moments

have also been observed for NCs of materials with centro-

symmetric crystal structures, such as ZnSe (ZB)252 or PbSe

(rock-salt).251,254 The origin of these dipole moments is still

under debate, but it is generally attributed to an asymmetric

distribution of the polar facets,38,164,243,251 or to shape

asymmetry.255

Novel mechanistic insights into the epitaxial growth of

shape-controlled colloidal NCs. Experimental results show that

the growth on the Se terminated polar facets of a nanorod or

NC is faster than on the Cd terminated polar facets, both

under homo- and heteroepitaxy.35,57,58,160 For example,

during the growth of CdS rod shells on CdSe NC seeds the

volume increase in one direction is 6–9 times larger than in the

other direction, so that the seed NC ends up closer to one side

of the rod.57–59 The selective adhesion model explains well why

the growth in the c-direction is faster (selective adhesion

stabilizes the non-polar side facets more and hinders diffusion

of the precursors and/or monomers to the NC side). However,

it does not explain the differences between the growth rates of

the Se (00-1) and Cd (001) facets, if the growth proceeds by

incorporation of atomic units. This would convert a Se polar

facet into a Cd polar facet, and vice-versa. This reversal of

the facets’ composition would cause the growth rates to be

roughly the same on both sides, in contradiction with the

experimental observations.

This discrepancy can be solved by considering that the

growth proceeds by addition of CdSe units rather than atomic

species (Fig. 16). This is in line with the reaction mechanisms

proposed for both CdSe and PbSe QDs (section 3.1.1). This is

also consistent with the recent observation that the sublimation

of PbSe NCs proceeds by sequential release of PbSe molecules,

whereby the termination at the newly exposed surface is

retained, so that the sublimation of one complete facet exposes

an identical one.159 It is possible that the attachment of the

CdSe units is directed by the dipole moment of the NC, which

would prevent the reversal in the composition of the facets. We

note that this brings the epitaxial growth and the oriented

attachment mechanisms together in a more unified view of the

growth of anisotropic NCs, since the growth can proceed by

addition of CdSe molecular units or larger [CdSe]n units.

Higher precursor concentrations will lead to larger n values,

thereby favouring fast anisotropic growth by oriented attachment

of larger units. In this context it is interesting to note that a

recent investigation of the atomic structure of CdSe nanorods

Fig. 16 Schematic diagram of a possible growth mechanism for CdSe

nanorods, explaining the fact that the growth rates are faster on the Se

terminated tips and that the facet composition is preserved throughout

the growth (see text for details). The arrow indicates the intrinsic

dipole moment of the nanorods. Surfactant molecules attached to

monomers are omitted for simplicity. Courtesy of E. Groeneveld

(Utrecht University, Netherlands).
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by Z-STEM and electron nanodiffraction has provided strong

evidence that long CdSe nanorods grow both by monomer

incorporation from solution and by oriented attachment

driven by dipole–dipole interactions.256

3.1.4 Annealing stage. As discussed in section 3.1.3.I

above, a steady state will be reached when the monomer

concentration drops to a level that is insufficient to sustain

growth. If the monomer concentration is so low that the

dissolution rates become significant, the steady state will be

short lived and the system will enter an inter-NC ripening

regime, in which larger NCs (or HNCs) grow at the expense of

the smaller ones.22,27,217 This is undesirable, as it will lead to

an increase in size and shape dispersion, while preventing

surface annealing. In order to allow the annealing stage to

be reached the steady state must be maintained, which requires

monomer concentrations that are sufficiently high to slow

down the dissolution rates, but still insufficient to sustain

growth. This may be achieved by using a combination

of lower T’s and a large excess of one of the precursors

(see section 3.1.3.I). Under such conditions, inter-NC mass

transport processes and growth rates are negligible, but the

surface atoms still have enough mobility. This allows surface

annealing and reconstruction to take place, leading to high

PL QYs.143

As mentioned above (section 3.1.3.III), shape evolution

becomes possible under annealing conditions, since the high

mobilities of the surface atoms allow for intraparticle ripening.

This is often undesirable because it decreases the aspect ratio

of anisotropic NCs and HNCs, but it may also be useful to

improve the quality of shells, induce oriented attachment or

modify the shape of HNCs. For example, g-Fe2O3–CdS

heterodimers are obtained by first growing an amorphous

and isotropic Fe2O3 shell over a CdS NC. Upon subsequent

annealing the shell crystallizes and retracts to one side of the

seed.27

Diffusion may also occur during the annealing stage.

Although diffusion processes have been extensively investigated

in bulk materials, little is known about diffusion in nano-

materials. However, there are several recent studies reporting

on the observation of a variety of diffusion processes in NCs

and HNCs. Diffusion of Au from the inner core of concentric

core/shell Au/Ag2S HNCs to the surface, yielding a hetero-

dimer, has been observed at room temperature, taking 72 h to

be completed.257 Conversely, inwards diffusion of Au from the

surface to the core of a NC, yielding core/shell HNCs, has

been reported for both Au/InAs258 and Au/PbTe.259 Diffusion

may also lead to ejection of the dopant ion in doped NCs

(e.g., ZnSe :Mn NCs containing 15 Mn2+ ions/NC loose all

dopants if heated to 300 1C).72 Further, thermally activated

interdiffusion may convert concentric core/shell QDs into

gradient alloy QDs (e.g., CdSe/ZnSe upon heating above

270 1C).114 Similarly, Se–Te interdiffusion across the

heterojunction has been observed in linear CdTe/CdSe/CdTe

heteronanorods, upon continued heating under annealing

conditions.66 Interdiffusion is quite fast and is already observable

after 10 min at 300 1C, well before internal ripening has led to

appreciable changes in the aspect ratio.

3.2 The hidden variable: adventitious impurities

The complex nature of the reaction systems typically used in

the colloidal synthesis of NCs and HNCs renders many

synthetic protocols difficult to reproduce. The variability in

the synthesis can partially be traced to unintentional variations

in the reaction parameters. Indeed, careful and systematic

optimization leads to highly reproducible synthetic protocols

(3–5% standard deviation for manual syntheses, and as small

as 0.2% for automated syntheses260). Nevertheless, the largest

source of irreproducibility is the presence of adventitious

impurities in the chemicals used.

The critical role of impurities was recognized already in the

early years. Phosphonic acids were originally adventitious

impurities in technical TOPO, bringing a bit of alchemy to

the nascent field of colloidal nanoscience, and giving rise to a

rich scientific lore, full of anecdotal tales about ‘‘good’’ and

‘‘bad’’ batches of TOPO. After their presence and impact was

recognized they became essential additives to control the shape

of colloidal NCs (section 3.1.3.III). The intentional addition of

ligands presumed to be analogous to the impurities in technical

TOPO (i.e., alkylphosphonic acids) led to the first controlled

synthesis of colloidal QRs and tetrapods, initiating extensive

research activites on understanding and controlling the aniso-

tropic growth of NCs.261

The reproducibility problems associated with the use of

TOPO as a surfactant became more and more evident over

the years, despite the improved purity of commercially available

TOPO (99%). However, it was only recently that efforts were

undertaken to identify the impurities present in TOPO

99%.227 Up to now, ten different impurities have been identi-

fied, going from simple molecules such as H3PO3 to larger

molecules such as 1-methylheptyl-di-n-octylphosphineoxide

(MDOPO). More importantly, some of those impurities have

turned out to be essential for the synthesis of high-quality

shape controlled CdSe NCs (e.g., di-n-octylphosphinic acid, at

levels of 0.2 wt%, for nanowires; and di-n-octylphosphine

oxide, at levels of 0.8 wt%, for nearly spherical NCs).227 It

is also worth mentioning that the composition of the surfac-

tant layer on colloidal CdSe NCs prepared in technical TOPO

has been shown to consist primarily of P-containing impurities

(viz., n-octylphosphonate, OPA, and P,P0-(di-n-octyl)dihydrogen

pyrophosphonic acid, PPA).170 The impact of impurities has

also been identified in other commonly used surfactants. For

instance, it has been recently demonstrated that phosphine

impurities in commercially available TOP (shorter chain

phosphines, dialkylphosphines, and phenylphosphines) can

strongly influence the synthesis of colloidal PbSe NCs,

affecting the reaction yield, the number of NCs formed and

their sizes.211

Impurities may also be inadvertently introduced during

preparation of the precursors. For example, in the synthesis

of PbSe NCs the lead oleate precursor is prepared by reacting

Pb-acetate and oleic acid. This reaction produces also water

and acetic acid, which must be removed by heating under

vacuum. If this process is not properly done, the residual acetic

acid will strongly affect the NC size and shape.244 Heating the

surfactant mixture may also lead to unsuspected changes, since

organic molecules may be highly reactive at the temperatures
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used in some synthetic protocols (viz., 300–340 1C). Accordingly,

the main component of the surfactant layer of CdSe NCs

prepared in technical TOPO (viz., PPA) is actually formed

in situ during the NC synthesis via the dehydrative conden-

sation of an impurity (OPA) present in technical TOPO at

concentrations of B1 mol%.170 The in situ formation of

DOPA and OPA by oxidation of TOPO has also been observed

by heating a mixture of TDPA and TOPO (both 99%) to

280–300 1C under a weak vacuum (1000 mTorr).262 It is worth

noting that the oxidation took place even though the reaction

mixture had been subjected to three nitrogen purge and

degassing cycles (vacuum Z 1000 mTorr),262 so it is con-

ceivable that in situ formation of impurities may inadvertently

happen during sub-optimal degassing.

It should also be realized that the early work on, e.g., shape

control using phosphonic acids was also affected by the limited

purity of the chemicals available at the time. For example, the

growth of CdTe tetrapods, previously reported to take place in

ODPA,263 has been recently shown to be actually determined

by methylphosphonic acid,230 an impurity present in commercially

available ODPA until ca. 2005. The extent to which impurities

in the surfactants are still biasing the conclusions currently

published in the literature is unclear. To improve the reproduci-

bility of synthetic protocols, some groups advocate the

purification of starting chemicals and intentional addition of

impurities.227 An alternative is the use of protocols using

diluted surfactant systems (e.g., ODA in ODE), which are

more robust and less sensitive to impurities than those based

on neat surfactant systems.

3.3 General considerations on the preparation of colloidal

heteronanocrystals

3.3.1 Strategies for the synthesis of high-quality colloidal

heteronanocrystals. There are essentially two strategies for the

synthesis of colloidal HNCs: the single-stage (or ‘‘one-pot’’)

approach, and the multistage seeded growth approach. In the

first one the HNC is fabricated by sequentially adding the

precursors of the different components in the same reaction

flask. Although this approach may be appealing for its

simplicity, it cannot provide the degree of control required

for the targeted synthesis of high-quality colloidal HNCs. As

discussed in the previous sections, the heteroepitaxial growth

of high-quality shells (or branches) on seed NCs requires

physical-chemical conditions that substantially differ from

those needed for the growth of single composition NCs

(i.e., the seeds). Moreover, uncontrolled interfacial alloying

is usually unavoidable in a single-stage synthesis, since the

concentration of monomers of the first component should still

be substantial when the second component is added (otherwise

inter-NC ripening would have set in, see section 3.1.3). In

contrast, the multistage approach is highly versatile and

provides several advantages over the single-stage strategy:

1. The addition of preformed nuclei to the reaction mixture

(i.e., seeded growth) is a very effective way of separating

nucleation and growth, and leads to a better control over

the growth stage, both under homo- and heteroepitaxy.

2. Different conditions can be used to grow each segment

of the HNC. Therefore, the targeted synthesis of complex

multicomponent HNCs, in which NCs of different composi-

tion and shape are sequentially combined, becomes possible.

3. The seeds (NCs or HNCs) can be subjected to post-

synthetic processing (purification, size-selection, ligand exchange

or annealing). This can be used to improve the quality of the

seeds and allows for judicious surface manipulation. This

is a key advantage, as the seed characteristics have a decisive

impact on the growth kinetics and the final shape of the HNCs

(section 3.1.3.III).

4. The heterointerface is better controlled, since the

possibility of unintentional interfacial alloying is almost

eliminated (provided the temperature is low enough and the

excess of unreacted precursors has been removed from the

surface of the seed NCs82). Additionally, controlled hetero-

interfacial alloying becomes possible by a proper choice of

growth temperature or by controlling the ratio between the

added precursors.82

5. The method is highly flexible regarding the choice of

synthesis techniques. These techniques will be briefly discussed

below.

Precursor addition to seeds. This is the most commonly used

technique to grow HNCs, being particularly well suited when

slow growth is required. The precursor solution for the new

component of the HNC is added to the seed NCs dissolved

in a suitable surfactant mixture and under vigorous stirring.

The reaction temperature is typically set prior to the

precursor addition, but it may also be increased following it

(the so-called ‘‘heating-up’’ or ‘‘thermal cycling’’ method107,264).

The heteroepitaxial growth may also be photo- rather than

thermally-induced.140 Photoassisted growth has been recently

reported to lead to selective deposition of Au NCs on the

sulfur-rich end facets of CdS nanorods.140 The precursor

addition must keep relatively constant growth rates, while

preventing homogeneous nucleation, and can be performed

in several ways: (a) dropwise addition of mixed precursors, (b)

alternate injections of each precursor separately (the so-called

‘‘SILAR’’ method), or (c) dropwise and alternate addition.

The effectiveness of each method depends primarily on the

precursor reactivity. If the precursor is highly reactive, all

three methods will fail to completely suppress homogeneous

nucleation, but (c) is the most effective. Conversely, if the

precursor is too stable, the differences between (a) and (c)

vanish, and all three methods will fail if the time allowed for

growth between two subsequent additions is too short (i.e., if

the addition rates exceed the monomer consumption rates).

Specific examples will be discussed in more detail below.

Seeded injection. In this method seed NCs and one of

the precursors are injected together in a hot solution con-

taining the second precursor and surfactants, under vigorous

stirring. Anisotropic growth can be ensured by using a high

concentration of precursors and suitable surfactants.

This technique has been successfully used to obtain aniso-

tropic HNCs with well defined length and diameter for a

number of compositions (viz., dot core/rod shell nanorods:

CdSe/CdS,57–59 ZnSe/CdS;59 tetrapods: CdSe/CdS,57

CdSe/CdTe,106 ZnTe/CdTe,106 ZnTe/CdSe,106 ZnTe/CdS,106

CdTe/CdSe;85 octapods: CdSe/CdS234).
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Ion exchange. This method consists of adding a large excess

of the cation precursor of the new component to a solution of

the seed NC in a solvent (e.g., methanol or toluene), typically

at mild temperatures (25–100 1C). This leads to an exchange

reaction in which the new cation diffuses into the parent NC

and displaces the parent cation, while keeping the anionic

sublattice unaffected.64,265,266 The size and shape of the parent

NC is preserved. Therefore, cation exchange offers a way to

make shape-controlled NCs which would otherwise not be

possible (e.g., Ag2S nanorods,265 PbS nanorods,265 or cubocta-

hedral ZB CdSe NCs234). The extent of the conversion

depends on the reaction time and the ratio between parent

and new cations, and can be total or partial.265 The exchange

rates may also strongly depend on the crystallographic facets,

as observed for CdS/Cu2S,
267 PbTe/CdTe,268 and PbSe/CdSe.49

Moreover, the NC composition can be controlled through

successive cation exchange reactions (e.g., Cd2+ by Cu+, and

subsequently Cu+ by Pb2+).265 Therefore, cation exchange

offers a very attractive route to fabricate shape-controlled

HNCs which are not attainable by conventional seeded

growth methods, and has successfully yielded a number of

novel colloidal HNCs (viz., core/shell QDs: PbSe/CdSe,49

and PbTe/CdTe;268 heterorods: CdS/Ag2S,
64 CdS/Cu2S,

265

CdS/PbS,265 and PbSe/PbS266).

Replacement of sacrificial domains. This method consists of

obtaining a HNC through the replacement of a sacrificial

component of a parent HNC by the desired component.25,29

Since the shape and location of the sacrificial domain are

preserved, this approach allows the fabrication of colloidal

HNCs which would be unfeasible by direct heteroepitaxial

growth methods. For example, concentric Au/Ag2S and

Au/Ag2Se core/shell nanorods have been fabricated by reacting

the silver shell of Au/Ag core/shell nanorods with sodium

sulfide or selenourea.269 Similarly, metal/metal oxide

core/shell HNCs can be obtained by the controlled oxidation

of metal NCs (e.g., Co/CoO; Ni/NiO; MnO/Mn3O4).
25

Further, Au-tipped CdSe and CdS based dumbbell HNCs

have been obtained by first growing PbSe or CdTe NCs on the

tips of CdSe and CdS nanorods, and subsequently replacing

them by Au NCs through a redox reaction.270 It should be

noted that the ion exchange method discussed above can also

be regarded as an example of the sacrificial replacement

strategy.

3.3.2 Guidelines for the design of synthesis protocols for

colloidal heteronanocrystals. The development of a novel

synthesis protocol for a colloidal HNC is still a largely

empirical endeavour, in which a set of original conditions

are judiciously chosen and put to practice. Depending on the

outcome of these exploratory experiments, the initial choices

are refined and optimized, or drastically revised. The success

of this development process requires a stringent approach that

takes full advantage of the complex nature of colloidal NCs by

systematically exploring and mapping their multidimensional

synthetic parameter space. In this section, we will discuss how

the fundamental principles presented above can be used as

guidelines both for the original choices and for the subsequent

optimization process, allowing for a rational design of novel

synthesis schemes.

I. Choosing the seeds. The choice is in principle unlimited,

since any colloidal NC can be used as seed, regardless of shape

or composition (single-component, alloy, doped or hetero-NCs).

However, as discussed above (section 3.1.3.III), the charac-

teristics of the seeds strongly influence the final morphology

of the HNC and impose constraints on the nature of the

overgrowing segment. To illustrate the decisive role of the

seeds in the colloidal synthesis of HNCs, we will focus on one

particular system (viz., CdSe), out of the plethora of possible

material combinations. CdSe QDs and CdSe based HNCs

have been work horses of colloidal nanoscience since the

inception of the field, and continue to lead to new insights

and fundamental advances. Therefore, CdSe based HNCs are

ideal to showcase the limits and possibilities of the colloidal

synthesis of HNCs, since a large variety of sophisticated

HNCs have been grown based on CdSe seeds (e.g., concentric

core/shell QDs, heterodimers, heterotetrapods, dot core/rod shell

HNCs, heterorods, dumbbells, matchsticks, etc., Fig. 17)25–30

For example, as illustrated in Fig. 17, the morphology and

connectivity of the colloidal HNC can be directed by using shape

controlled NCs as seeds. The impact of the seeds on the fate of

the HNC growth will be discussed in more detail below.

II. Choosing the HNC’s architecture: composition, morpho-

logy and connectivity of the overgrowing segment. The com-

position and shape of the overgrowing segment are chosen

based on the properties desired for the HNC and the role to be

Fig. 17 Scheme showing the HNC morphologies that can be

obtained by seeded growth using shape controlled CdSe nanocrystals

as seeds: (a) nearly spherical NCs, (b) nanorods, and (c) tetrapods.

See text for details regarding the growth pathways. Courtesy of

M. Casavola (Utrecht University, Netherlands).
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fulfilled by the new segment. From this perspective, the essential

parameters to be considered are the nature (viz., metal,

semiconductor, etc.), chemical composition, and properties

(e.g., band positions, electron and hole effective masses,

magnetic susceptibility, optical transitions, etc.) of the over-

growing material (section 2.1). Further, as mentioned above

(section 2.2), the surfactant layer may also be utilized to

impart properties to the HNC, and therefore must be taken

into account when designing the HNC’s architecture.

The choice of composition is ample but not unrestricted, as

the overgrowing material must be chemically and structurally

compatible with the seed surface. Moreover, the composi-

tion of the HNC imposes limitations on the morphologies

attainable. These constraints are particularly strict if the

overgrowing material is intended to form a concentric shell

around the seed NC, since this requires small lattice

mismatches (section 3.1.3.III). However, there are strategies

to circumvent or minimize compatibility issues. Some of these

strategies will be discussed below.

III. Choosing the reaction parameters: precursors, surfactants,

and temperature. A different synthesis technique must be

adopted depending on the intended morphology and compo-

sition of the HNC. The CdSe–PbSe combination offers an

insightful illustration of the constraints imposed by the desired

HNC architecture on the synthesis methodology. The lattice

mismatch between CdSe and PbSe is very small (viz., 1%), and

alloying between the two materials is prevented due to a

lattice-type mismatch (CdSe is WZ or ZB, while PbSe is

rock-salt, RS). The difference in the coordination numbers

of the atoms in the two types of crystal structure (4-fold in ZB

or WZ, 6-fold in RS) precludes interdiffusion and makes it

possible to obtain atomically flat CdSe-PbSe interfaces by

heteroepitaxial growth. Consistently, CdSe/PbSe dumbbells

can be obtained by seeded growth using CdSe nanorods as

seeds.61 However, concentric PbSe/CdSe core/shell QDs can-

not be obtained by seeded heteroepitaxial growth, because the

temperatures needed are too high for PbSe QDs. Nevertheless,

concentric PbSe/CdSe core/shell QDs (Fig. 15d) can be easily

obtained by cation exchange.49 Once the PbSe/CdSe core/shell

QD is obtained, other morphologies become attainable because

then the outer surface consists of CdSe (e.g., PbSe/CdSe/CdS

core/shell/shell and core/shell/tetrapod HNCs271).

As discussed above (sections 3.1.2 and 3.1.3), the hetero-

geneous nucleation rates and heteroepitaxial growth dynamics

are determined by a number of reaction parameters: concen-

tration and characteristics of the seeds, nature and concentra-

tion of precursors and surfactant species, and the growth

temperature. These variables are strongly interdependent,

and the optimum balance between them depends on the

HNC’s composition and architecture. To highlight the essential

aspects to be considered when optimizing the reaction parameters,

we will briefly discuss illustrative examples of CdSe based HNCs

for different morphology categories.

Concentric core/shell QDs. The majority of the investi-

gations on colloidal HNCs has focused on concentric nearly

spherical core/shell QDs, leading to the development of

synthetic strategies that allow a high degree of control over

the heteroepitaxial shell growth, yielding highly luminescent

and stable QDs.30 High-quality shells can only be obtained by

slow heteroepitaxial growth on the facets of highly crystalline

nearly spherical seeds (Fig. 17a). The lattice mismatch between

the shell and the seed must be small, especially if thick shells

(43 ML) are desired (section 3.1.3.III). Alternatively, the

lattice mismatch can be gradually adapted by using gradient

shells and a multishell strategy (e.g., CdSe/CdS/(Cd,Zn)S/ZnS

core/multishell QDs97).

The growth temperature must be low enough to avoid

alloying, inter-particle ripening, and homogeneous nucleation,

but sufficiently high to allow the precursors to react, and

heterointerfacial annealing and relaxation to occur. Too low

temperatures may lead to island or anisotropic growth, or

simply no growth at all. The surfactant system should be

chosen such as not to bind too strongly or too selectively to

the surface of the seed NC or to the overgrowing material at

the growth temperature (see section 2.2.1). Long-chain

amines (e.g., octadecylamine or oleylamine) diluted in a non-

coordinating solvent (e.g., ODE) are particularly well suited,

especially if Zn containing shells are used, since surfactants

containing Oxygen as the donor atom bind too strongly to Zn

(section 2.2.1). Further, low monomer fluxes should be used

to prevent homogeneous nucleation and ensure that hetero-

epitaxial growth prevails.

The monomer flux is determined by the precursor reactivity

and addition rate, so that high reactivity precursors must

be added at slower rates and at lower temperatures. For

example, high-quality colloidal CdSe/CdS core/shell QDs

(shell thickness r3 ML) can be prepared by slow addition of

high reactivity precursors (viz., bis(trimethylsilyl)sulfide, (TMS)2S,

and Cd(CH3)2) to a solution of TOPO capped CdSe NCs in

pyridine at 100 1C.272 In contrast, the use of low reactivity

precursors (e.g., Cd(OA)2 and elemental sulfur in ODE) allows

faster addition rates, provided that the cationic and anionic

precursors are added in alternate and separate injections. This

gave rise to the so-called SILAR (successive ion layer adsorption

and reaction) technique,98 which is based on alternate injections

of low reactivity cationic and anionic precursors in sufficient

amounts to produce one ML at a time. Due to the low precursor

reactivity a higher growth temperature is needed (viz., 240 1C).

Moreover, a sufficiently long growth time between subsequent

additions is essential to avoid homogeneous nucleation due to

high concentrations of unconsumed monomers.98

The use of less reactive precursors increases the flexibility of

the synthesis protocols, since there are many different precursors

currently available. The reactivity of metal carboxylate salts

(e.g., Cd(OA)2 or Cd(Ac)2)
98,273 increases with decreasing

chain length, allowing the use of lower growth temperatures

for shorter chain salts. For example, Cd(OA)2 does not react

below 200 1C,98 while Cd(Ac)2 is highly reactive already at

150 1C.50,107 The choice of chalcogenide precursors is more

limited, being restricted to phosphine complexes (e.g., TOP-E

or TBP-E; E = S, Se, Te)207 or elemental Se and S dissolved in

ODE.274 Further, a variety of single-source precursors for

II–VI, III–V and IV–VI semiconductor materials is available

(e.g., zinc diethyldithiocarbamate, and other thiolato and

thiocarbamato metal complexes),275 but have only recently

been used in the synthesis of colloidal HNCs.107,264
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Another advantage of less reactive precursors is that their

reactivity may be modulated by surfactants (see sections 3.1.2

and 3.1.3). This has been recently exploited to sequentially

grow 11 ML CdS, 6 ML gradient (Cd,Zn)S and 2 ML ZnS

over a 3 nm CdSe core, yielding very stable and robust nearly

spherical QDs.276 The large increase in volume during the

growth implies the addition of increasingly larger amounts of

precursors. In conjunction with the fact that the growth rate

of colloidal NCs decreases with increasing size, this may lead

to accumulation of unconsumed monomers during the growth

of thick shells, if the monomer addition rates exceed the

growth rates. Under such conditions homogeneous nucleation

is facilitated and will effectively compete with the HNCs for

the monomers. To prevent monomer accumulation, the reac-

tivity of the metal-oleate complexes was decreased by utilizing

a secondary amine (dioctylamine) instead of a primary amine

as surfactant, while increasing the growth time allowed for

each ML (3 h for cation precursors, 1 h for S precursor, at

240 1C).276 Surfactant molecules may also lead to structural

changes. For example, primary alkylamines seem to induce a

structural transformation of CdSe seeds from ZB into WZ,

thereby precluding the overgrowth of CdS ZB shells.277 In

contrast, CdSe/CdS ZB core/shell QDs are readily obtained

from CdSe ZB seeds by using trioctylamine as surfactant.277

An alternative strategy to prevent monomer accumulation

during the growth of thick shells is to increase the growth rates

by increasing the reaction temperature. This implies the use of

higher growth T’s for larger HNCs.84,109,278 This approach,

however, may also have undesired effects, since higher tempera-

tures increase not only the reactivity of the growing NCs, but

also the mobility of surface atoms, the NC solubility, and the

monomer formation rates. Therefore, higher growth T’s may

also enhance inter-NC ripening, interfacial alloying, and

homogeneous nucleation.

CdSe/ZnS/ZnSe/CdSe core/multishell colloidal QDs provide

an elegant illustration of the thoughtful design of a colloidal

HNC for a specific goal.84 The composition and dimensions

of each component of this colloidal HNC were judiciously

chosen in order to slow down the intraband cooling of hot

electrons. Due to the requirement that the S-exciton peak be at

550–555 nm, 2.8 nm diameter CdSe NCs were used as seeds. A

thin (1 ML) ZnS shell was then added to improve the stability

of the cores at the high T’s (viz., 280 1C) needed to grow thick

shells, while still allowing hole tunnelling out of the core.

Subsequently, 9 ML of ZnSe were grown as a hole extracting

shell. A final 1 ML CdSe shell was used to passivate surface

electron traps. Finally, the inorganic HNC was coated with

dodecanethiol, chosen for its effectiveness as hole trapping

agent, while lacking vibrational transitions in resonance with

the 1Se-1Pe intraband transition of the CdSe core.

Heterodimers. In case the overgrowing material does not

wet the seed, growth may occur only on a precisely defined

facet, so that the lattice mismatch is minimized (Fig. 17a). This

mechanism is involved in the growth of Au NCs on CdSe seeds

(lattice mismatch: B50%),54 yielding CdSe/Au heterodimers.

The reverse process (i.e., heterogeneous nucleation of CdSe

NCs on seeds) has also been observed, leading to the formation

of CdSe@Fe2O3 heterodimers53 and CdSe@NaYF4 :Yb,Er

heteronanostructures (Fig. 15h).229 Alternatively, the material

can initially grow as an amorphous shell, thereby circumventing

the lattice mismatch problem. Subsequent annealing induces

crystallization of the shell, accompanied by a de-wetting and

retraction process which leads to the formation of a hetero-

dimer. This latter mechanism is responsible for the formation

of CdSe@FePt heterodimers,55 in which the first step consists

of growth of an amorphous CdSe shell over FePt NCs.

Core/shell nanorods. Shell growth on a nanorod is carried

out under conditions similar to those used to grow concentric

shells over a nearly spherical NC seed. However, shell growth

on nanorods or heteronanorods of II–VI semiconductor

materials (e.g., CdSe, CdSe/CdS, etc.) occurs primarily in the

length direction due to the higher reactivity of the polar

facets.279,280

Heteronanorods, heterotetrapods, and nanodumbbells.

Nearly spherical CdSe NCs can also be employed as seeds

for the heteroepitaxial growth of anisotropic HNCs (Fig. 17a),

such as dot core/rod shell CdSe/CdS nanorods57 (Fig. 15a)

and CdSe/CdS heterotetrapods57,58 (Fig. 15b). The essential

difference with respect to growing concentric core/shell QDs is

the use of growth conditions that promote anisotropic

growth:57,58 high monomer concentration, high growth T’s

(315–350 1C) and surfactants that selectively bind to the

non-polar facets of II–VI WZ semiconductors (viz., mixture

of short and long chain phosphonic acids, such as propyl-

phosphonic acid and ODPA or hexylphosphonic acid and

TDPA). Under such conditions, the morphology of the HNC

is dictated by the crystal structure and shape of the seed

(WZ yields rods,57,58 while ZB leads to tetrapods57,234 or

octapods,234 for tetrahedral or cuboctahedral seed NCs,

respectively). Growth of CdS rod shells on WZ CdSe seeds has

also been observed at low T’s (viz., 120–130 1C), using highly

reactive precursors (Cd(CH3)2 and (TMS)2S) and TOPO,

TOP and HDA as surfactants.281 In this case anisotropic growth

took place only when an excess of the S precursor was used

(Cd : S = 1.5).281

The use of CdSe nanorods as seeds (Fig. 17b) yields

nanomatchsticks, nanodumbbells, heteronanorods, or hetero-

tetrapods, depending on the growth conditions. Heterorods

and heterotetrapods form under conditions that promote

anisotropic growth, with branched heterojunctions dominating

at very high precursor concentrations (e.g., CdSe/CdTe

heteronanorods and heterotetrapods).65,282 Due to the different

reactivities of the anion-terminated and cation-terminated

polar facets linear heteroepitaxial growth may occur on one

tip of the nanorod while branching takes place at the other.65

In contrast, conditions that favour isotropic growth (viz., low

monomer concentrations and lower T’s) will lead to nucleation

and growth of nearly spherical NCs at both tips of the

rods, yielding dumbbells (e.g., CdSe–CdTe, Fig. 15c,60,282

CdSe–PbSe,61 and CdSe–Au140). Under special conditions

(viz., low T and fast injection of low concentration of

precursors) some materials may selectively grow on only one

tip of the nanorod, yielding nanomatchsticks (e.g., CdSe–PbSe,61

and CdSe–Au29,140). Heteroepitaxial growth on CdSe tetrapod

seeds (Fig. 17c) may occur either by linear extension of each arm

or by branching at the tips of the arms, depending on the
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precursor concentration (e.g., CdSe/CdTe tetrapods65). Growth

of spherical NCs at the tips of the arms has been reported only

for Au on CdTe tetrapods.26

IV. Controlling the dimensions of the overgrowing segment.

The dimensions of the HNCs can be controlled by the total

amount of precursors added in relation to the concentration of

seeds, the growth T and the reaction time. In this context, the

knowledge of the size and shape of the NCs used as seeds and

of their concentration in the reaction medium is essential. The

concentration of seeds can be easily determined by absorption

spectroscopy, provided the molar absorption coefficients of

the NCs are known. It is common practice to use the band

edge absorption coefficient for this purpose.30 However, this

may lead to potentially large errors in the concentrations

determined, especially if peak intensities and wavelength scales

are used, because the band edge absorption coefficient is

strongly size and shape dependent, and therefore inherently

sensitive to the size dispersion of the NC ensemble.96 In

contrast, the absorption coefficient at energies far above the

band edge scales linearly with the NC volume, both for nearly

spherical NCs96 and for nanorods,283 making it a more reliable

parameter, irrespective of size and shape dispersion. Further,

the absorption cross section at high energies can be directly

determined from the bulk optical constants.96 Therefore, the

use of the molar absorption coefficient at energies far above

the band gap is strongly recommended,96 in order to minimize

the inaccuracies in the concentration of seeds. These inaccuracies

may have deleterious consequences for the HNC growth,

particularly when the SILAR methodology is used, since

small initial errors are propagated and amplified in the course

of the reaction, eventually leading to a significant excess of

unconsumed monomers, which may trigger undesired processes

such as homogeneous nucleation or island growth.

4. Outlook

The past decades have witnessed remarkable progress in

the colloidal synthesis of shape-controlled NCs and HNCs.

Several principles have emerged from these studies, which

provide useful guidelines for the design of novel HNCs. The

field is now moving towards more sophisticated nanostructures

where size, shape, composition and connectivity of multiple

segments of a HNC must be tailored in an independent

and controllable way. However, there are still a number of

challenges that must be addressed before the targeted synthesis

of complex multicomponent colloidal HNCs reaches its full

potential.

The most critical of these challenges is the development of a

coherent theoretical framework that allows the rational design

and fabrication of colloidal HNCs. As discussed in this review,

the understanding of a number of fundamental issues is still

quite fragmentary, despite the large body of accumulated

knowledge. Therefore, future progress in the field will require

further research on a variety of topics. First, the dynamics of

the NC surface and of the organic–inorganic interface must

be better understood and controlled. Second, the reaction

mechanisms for the formation of colloidal NCs and HNCs

are largely unknown, and should be investigated in more

detail. Further, the elucidation of the nucleation and growth

mechanisms remains a critical challenge, which only recently

became addressable. Moreover, the role of strain and alloying

on nanoheterojunctions and the correlation between atomic

scale structure and the properties of HNCs are crucial issues

that merit a systematic and comprehensive investigation.

Future work will certainly shed more light on these issues,

paving the way to a myriad of novel colloidal HNCs that will

in turn give rise to new phenomena and open up many

application possibilities.

References

1 A. P. Alivisatos, J. Phys. Chem., 1996, 100, 13226.
2 E. Roduner, Chem. Soc. Rev., 2006, 35, 583.
3 P. Schapotschnikow, B. Hommerson and T. J. H. Vlugt, J. Phys.

Chem. C, 2009, 113, 12690.
4 Z. Nie, A. Petukhova and E. Kumacheva, Nat. Nanotechnol.,

2010, 5, 15.
5 D. V. Talapin, J. Lee, M. V. Kovalenko and E. V. Shevchenko,

Chem. Rev., 2010, 110, 389.
6 R. C. Somers, M. G. Bawendi and D. G. Nocera, Chem. Soc.

Rev., 2007, 36, 579.
7 A. L. Rogach, T. A. Klar, J. M. Lupton, A. Meijerink and

J. Feldmann, J. Mater. Chem., 2009, 19, 1208.
8 N. A. Frey, S. Peng, K. Cheng and S. Sun, Chem. Soc. Rev., 2009,

38, 2532.
9 I. L. Medintz, H.Mattoussi and A. R. Clapp, Int. J. Nanomedicine,

2008, 3, 151.
10 X. Michalet, F. F. Pinaud, L. A. Bentolila, J. M. Tsay, S. Doose,

J. J. Li, G. Sundaresan, A. M. Wu, S. S. Gambhir and S. Weiss,
Science, 2005, 307, 538.

11 X. Peng, J. Chen, J. A. Misewich and S. S. Wong, Chem. Soc.
Rev., 2009, 38, 1076.

12 E. Holder, N. Tessler and A. L. Rogach, J. Mater. Chem., 2008,
18, 1064.

13 V. Wood, M. J. Panzer, J. Caruge, J. E. Halpert, M. G. Bawendi
and V. Bulovic, Nano Lett., 2010, 10, 24.

14 P. V. Kamat, J. Phys. Chem. C, 2008, 112, 18737.
15 W. G. J. H. M. van Sark, K. W. J. Barnham, L. H. Slooff,
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19 C. de Mello Donegá, P. Liljeroth and D. Vanmaekelbergh, Small,
2005, 1, 1152.

20 C. Burda, X. Chen, R. Narayanan and M. A. El-Sayed, Chem.
Rev., 2005, 105, 1025.

21 A. R. Tao, S. Habas and P. Yang, Small, 2008, 4, 310.
22 Y. Yin and A. P. Alivisatos, Nature, 2005, 437, 664.
23 S. Kumar and T. Nann, Small, 2006, 2, 316.
24 Y. Jun, J. Choi and J. Cheon, Angew. Chem., Int. Ed., 2006, 45,

3414.
25 M. Casavola, R. Buonsanti, G. Caputo and P. D. Cozzoli, Eur. J.

Inorg. Chem., 2008, 837.
26 P. D. Cozzoli, T. Pellegrino and L. Manna, Chem. Soc. Rev.,

2006, 35, 1195.
27 L. Manna and S. Kudera, in Advanced Wet-Chemical Synthetic

Approaches to Inorganic Nanostructures, ed. P. D. Cozzoli,
Transworld Research Network, Kerala, 2008, ch. 1, pp. 1–53.

28 G. Caputo, R. Buonsanti, M. Casavola and P. D. Cozzoli,
in Advanced Wet-Chemical Synthetic Approaches to Inorganic
Nanostructures, ed. P. D. Cozzoli, Transworld Research Network,
Kerala, 2008, ch. 14, pp. 407–453.

D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ite

it 
U

tr
ec

ht
 o

n 
11

 O
ct

ob
er

 2
01

1
Pu

bl
is

he
d 

on
 2

2 
O

ct
ob

er
 2

01
0 

on
 h

ttp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/C
0C

S0
00

55
H

View Online

http://dx.doi.org/10.1039/c0cs00055h


This journal is c The Royal Society of Chemistry 2011 Chem. Soc. Rev., 2011, 40, 1512–1546 1543

29 R. Costi, A. E. Saunders and U. Banin, Angew. Chem., Int. Ed.,
2010, 49, 4878.

30 P. Reiss, M. Protière and L. Li, Small, 2009, 5, 154.
31 J. Park, J. Joo, S. G. Kwon, Y. Jang and T. Hyeon, Angew.

Chem., Int. Ed., 2007, 46, 4630.
32 Semiconductor Nanocrystal Quantum Dots: Synthesis, Assembly,

Spectroscopy and Applications, ed. A. L. Rogach, Springer Verlag,
New York, 2008.

33 Semiconductor nanomaterials, in Nanomaterials for the Life
Sciences, ed. C. Kumar, Wiley-VCH, Weinheim, vol. 6, 2010.

34 G. D. Scholes, Adv. Funct. Mater., 2008, 18, 1157.
35 S. J. Rosenthal, J. McBride, S. J. Pennycook and L. C. Feldman,

Surf. Sci. Rep., 2007, 62, 111.
36 C. Carrillo-Carrión, S. Cárdenas, B. M. Simonet and
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J. Wachtveitl, J. Am. Chem. Soc., 2009, 131, 2424.
152 S. F. Wuister, C. de Mello Donegá and A. Meijerink, J. Phys.

Chem. B, 2004, 108, 17393.
153 M. T. Frederick and E. A. Weiss, ACS Nano, 2010, 4, 3195.
154 P. Guyot-Sionnest, B. Wehrenberg and D. Yu, J. Chem. Phys.,

2005, 123, 074709.
155 I. Moreels, B. Fritzinger, J. C. Martins and Z. Hens, J. Am. Chem.

Soc., 2008, 130, 15081.
156 J. Y. Rempel, B. L. Trout, M. G. Bawendi and K. F. Jensen,

J. Phys. Chem. B, 2005, 109, 19320.
157 L. Manna, L. W. Wang, R. Cingolani and A. P. Alivisatos,

J. Phys. Chem. B, 2005, 109, 6183.
158 C. Fang, M. A. Van Huis, D. Vanmaekelbergh and

H. W. Zandbergen, ACS Nano, 2010, 4, 211.
159 M. A. van Huis, N. P. Young, G. Pandraud, J. F. Creemer,

D. Vanmaekelbergh, A. I. Kirkland and H. W. Zandbergen, Adv.
Mater., 2009, 21, 4992.

160 J. McBride, J. Treadway, L. C. Feldman, S. J. Pennycook and
S. J. Rosenthal, Nano Lett., 2006, 6, 1496.

161 A. G. Kanaras, C. Sonnichsen, H. Liu and A. P. Alivisatos, Nano
Lett., 2005, 5, 2164.

162 Y. Khalavka and C. Sonnichsen, Adv. Mater., 2008, 20, 588.
163 W. H. Evers, H. Friedrich, L. Filion, M. Dijkstra and

D. Vanmaekelbergh, Angew. Chem. Int. Ed., 2009, 48, 9655.
164 M. A. van Huis, L. T. Kunneman, K. Overgaag, Q. Xu,

G. Pandraud, H. W. Zandbergen and D. Vanmaekelbergh, Nano
Lett., 2008, 8, 3959.

165 B. Gilbert, F. Huang, Z. Lin, C. Goodell, H. Zhang and
J. F. Banfield, Nano Lett., 2006, 6, 605.

166 H. Zhang, B. Gilbert, F. Huang and J. F. Banfield, Nature, 2003,
424, 1025.

167 J. Rockenberger, L. Troger, A. L. Rogach, M. Tischer,
M. Grundmann, A. Eychmüller and H. Weller, J. Chem. Phys.,
1998, 108, 7807.

168 K. S. Hamad, R. Roth, J. Rockenberger, T. van Buuren and
A. P. Alivisatos, Phys. Rev. Lett., 1999, 83, 3474.

169 C. McGinley, M. Riedler, T. Möller, H. Borchert, S. Haubold,
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