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A Comparison of Logistic Regression and
Mantel-Haenszel Procedures for Detecting
Differential Item Functioning
H. Jane Rogers, Teachers College, Columbia University

Hariharan Swaminathan, University of Massachusetts

The Mantel-Haenszel (MH) procedure is sensitive
to only one type of differential item functioning
(DIF). It is not designed to detect DIF that has a non-
uniform effect across trait levels. By generalizing
the model underlying the MH procedure, a more
general DIF detection procedure has been developed
(Swaminathan & Rogers, 1990). This study compared
the performance of this procedure&mdash;the logistic
regression (LR) procedure&mdash;to that of the MH
procedure in the detection of uniform and non-
uniform DIF in a simulation study which examined
the distributional properties of the LR and MH test
statistics and the relative power of the two proce-
dures. For both the LR and MH test statistics, the
expected distributions were obtained under nearly
all conditions. The LR test statistic did not have
the expected distribution for very difficult and
highly discriminating items. The LR procedure was
found to be more powerful than the MH procedure
for detecting nonuniform DIF and as powerful in
detecting uniform DIF. Index terms: differential
item functioning, logistic regression, Mantel-Haenszel
statistic, nonuniform DIF, uniform DIF.

The Mantel-Haenszel (MH) procedure is cur-
rently one of the most popular procedures for de-
tecting differential item functioning (DIF). The
primary reasons for its popularity include its com-
putational simplicity, ease of implementation, and
associated test of statistical significance. These ad-
vantages, however, are obtained at the cost of
some generality. The MH procedure is designed to
detect uniform DIF and may not be sensitive to
nonuniform DIF.

Uniform DIF exists if there is no interaction be-
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tween trait level and group membership when the
probability of success on an item is expressed in
the logit metric. That is, the log-odds ratio of suc-
cess on the item is greater for one group uniformly
over all trait levels. Conversely, nonuniform DIF
exists when there is interaction between trait level
and group membership. That is, the difference in
the log-odds ratio for the two groups is not the
same at all trait levels. Most of the currently avail-
able DIF procedures ignore the existence of non-
uniform DIF. Given that the current under-

standing of the nature of item bias is at best in-
complete, it seems somewhat premature to assume
that nonuniform DIF does not occur and to fo-
cus only on methods for detecting uniform DIF.

As an alternative to the MH procedure and also
to the more complex and costly item response the-
ory (IRT) procedures (Hambleton & Swaminathan,
1985), Swaminathan & Rogers (1990) developed
a logistic regression (LR) procedure for detecting
DIF. This procedure is an extension of the MH
procedure that is effective in detecting both uni-
form and nonuniform DIF, as demonstrated by
Swaminathan and Rogers. This study examined
the relative efficacy of the LR and MH procedures
under a variety of conditions.

The LR Procedure

The LR model for DIF is given by (Swamina-
than & Rogers, 1990)
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In this model, 0 is the observed trait level of the
examinee (usually total test score), and g represents
group membership, which is defined as follows:

g = .5 if person is a member of group 1 (3)g -.5 if person is a member of group 2 ’
and 8g is the product of the two independent vari-
ables, g and 0. The parameter t2 corresponds to
the group difference in performance on the item,
and T, corresponds to the interaction between
group and trait level. An item shows uniform DIF
if t2 =1= 0 and C3 = 0, and nonuniform DIF if
t3 =1= 0 (whether or not T2 = 0).

In the LR model, the hypothesis of interest is
t2 = T3 = 0. Swaminathan & Rogers (1990)
showed that the statistic for testing this hypothe-
sis has an asymptotic xz distribution with 2
degrees of freedom (df). When the value of the
statistic exceeds X:’ 2, the hypothesis that there is
no DIF is rejected. The item then can be marked
for further study by content specialists.

Because the LR procedure contains parameters
representing both uniform and nonuniform DIF,
it may be less powerful than the MH procedure
in detecting strictly uniform DIF. That is, the in-
teraction term may adversely affect the power of
the procedure when only uniform DIF is present
because 1 df is unnecessarily lost. Conversely, the
MH procedure is designed to detect uniform DIF
and hence may not be effective in detecting non-
uniform DIF. Two simulation studies were im-

plemented to study the effects of these differences
between the two procedures on their relative
effectiveness.

Method

The first study examined the distributions of
the test statistics of the LR and MH procedures.
For the procedures to be effective in detecting
DIF, they must satisfy the distributional assump-
tions on which they are based. The second study
investigated the relative power of the two proce-
dures to detect uniform and nonuniform DIF.

Study 1: The Distribution Study

To study the distributions of the test statistics

of the LR and MH procedures, empirical sampling
distributions were constructed under several con-
ditions. Because the distribution of the LR test
statistic was of greatest interest, factors that

might affect the distribution of the LR test statis-
tic were identified and manipulated. Two factors
were selected: sample size and the degree of
model-data fit. Only when the LR model fits the
data will the asymptotic results be valid; even
then, a sufficient sample size is required to
guarantee the asymptotic results (as for the MH
statistic). Note that because of the different deri-
vation of the MH test statistic, model-data fit may
not have the same effect on the distribution of
the MH statistic as it does on the LR statistic.

To study the effects of these factors, four con-
ditions were simulated. Two levels of model-data
fit (&dquo;good&dquo; fit and &dquo;poor&dquo; fit) were crossed with
two levels of sample size (250 per group and 500
per group). Test data for which the LR model
provided &dquo;good&dquo; fit were generated using the
two-parameter logistic IRT model (2PLM).
Although data generated in this way reflected
unknown Os for which test scores may be poor
estimates, it was expected that the degree of
model-data fit would be reasonably good. Test
data for which the LR model provided &dquo;poor&dquo;
fit were obtained by simulating data based on the
three-parameter logistic model (3PLM): Misfit
would arise because the LR model specifies a
lower asymptote of 0. In generating data under
the 3PLM, all c values were set at .2.

In generating response patterns, trait values for
the desired number of examinees were drawn

from a standard normal distribution, and item
parameters were chosen for a 40-item test (which
is approximately average length for subtests of
standardized achievement tests) from a bank of
parameter estimates obtained from the analysis
of real test data. Item parameters were selected
to produce an approximately normal distribution
of test scores. The item and 0 parameters were
substituted into the appropriate IRT model to ob-
tain a probability of correct response on each
item for each examinee. These probabilities were
converted to item responses by comparing each
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probability with a random number from a uni-
form distribution on the interval [0, 1]. The item
was scored correct if the probability exceeded the
random number and 0 otherwise.

Response vectors were generated for two

groups, reflecting reference and focal groups,
using the same item parameters in each group.
Hence, all items were unbiased. For each combi-
nation of sample size and model-data fit, 100

replications of the data were performed.
Five of the 40 items were selected in order to

study the distributions of the test statistics over
the 100 replications. The five items were chosen
to vary in level of difficulty (b) and discrimina-
tion (a) because these characteristics can be ex-
pected to affect the estimation of parameters and
hence the distribution of the test statistic of the
LR model. The levels of b and a and the item

parameters for the five items were:
1. low b, low a (b = -1.5, a = .6);
2. moderate b, moderate a (b = 0, a = 1);
3. high b, high a (b = 1.5, a = 1.6);
4. high b, low a (b = 1.5, a = .6);
5. low b, high a (b = -1.5, a = 1.6).

For each of these five items, the LR and MH
test statistics were calculated, and empirical
sampling distributions were constructed. The
Kolmogorov-Smirnov test was performed to

determine if the test statistics had the expected
distributions.

Study 2: The Power Study

Factors that may affect the power of the LR

and MH procedures were identified and manipu-
lated. The factors selected were model-data fit,
sample size, test length, the shape of the test score
distribution, percent of items in which DIF oc-
curred, type of item, and size of the DIF.

Model-data fit and sample size may affect the
power of the LR and MH procedures because of
their possible effects on the distributions of the
test statistics, as discussed above. Test length af-
fects the accuracy of total score as a measure of

trait level: The longer the test, the more reliable
the total score. Because total score is used as the

predictor in the LR model and as the criterion

for grouping examinees in the MH procedure, a
more reliable score (longer test length) may result
in improved estimates of the parameters for both
procedures.

The shape of the test score distribution may
affect the LR procedure because of its effect on
the fit of the regression curve. As with any regres-
sion procedure, the curve will be best fitted when
the predictor is distributed over its fullest possi-
ble range. When the test score distribution is

skewed, there will be few predictor values at one
extreme, possibly resulting in poor estimation,
and hence reduced power for the LR procedure.
For the MH procedure, the effect of a skewed test
score distribution may be small. Cells in which
there are no examinees will simply be skipped in
the computation of the MH statistic.

The percent of items with DIF may affect the

power of both procedures because of the effect
on test score. The greater the percent of items
with DIF in the test, the poorer the test score will
be as a measure of trait level, and the poorer it
will be as a predictor in the LR procedure and as
a blocking factor in the MH procedure.

The type of item in which DIF occurs may also
affect the power of the LR and MH procedures
to detect DIF. As explained in Study 1, the level
of difficulty and discrimination of the item may
affect parameter estimation, and hence DIF de-
tection, under the LR procedure.

The effect of the size of DIF is clear: The

greater the DIF, the easier it should be to detect.
For this study, the size of DIF in an item was
quantified in terms of the area between the gener-
ating item response functions (IRFS). Area was
calculated using the formula given by Raju
(1988). (Because all c values were the same for
both groups, the formula was appropriate in all
cases.)

To study the effects of these factors on the
relative detection rates of the LR and MH proce-
dures, 32 conditions were simulated. These con-
ditions were obtained by crossing two levels of
model-data fit (good and poor fit, simulated as
in Study 1 using the 2PLM and 3PLM), two levels
of sample size (250 per group and 500 per group),
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two levels of test length (40 items and 80 items),
two levels of the shape of the test score dis-
tribution (normal and negatively skewed), and
two levels of percent of items with DIF (15%
including the item of interest and 0% other than
in the item of interest). Within each condition,
both uniform and nonuniform DIF were simu-
lated. For each type of DIF in each condition,
four sizes of DIF were studied, corresponding
to area values of .2, .4, .6, or .8.

In simulating uniform DIF, the a parameters
for the two groups were kept the same but the
b parameters for the two groups were different.
16 items showing uniform DIF were obtained
by varying the level of the common a parameter
(low or high), the level of the b parameters
for the two groups (both low, both moderate,
both high), and the size of the DIF (an area value
of .2, .4, .6, or .8). The levels of the b and
a parameters were manipulated because of
the possible effects of these item characteristics
on the estimation of parameters under the LR

procedure, as explained earlier. The levels of b
and a were not completely crossed with each
other, because for some combinations it was
difficult to obtain reasonable item parameter
values for the two groups that would give the
desired degree of DIF. Four types of item were
studied: (1) low b, high a; (2) moderate b, low a;
(3) moderate b, high a; and (4) high b, high a.
For each type of item, items showing uniform
DIF corresponding to area values of .2, .4, .6, and
.8 were generated.

In simulating nonuniform DIF, the b param-
eters for the two groups were the same, but
the a parameters for the two groups were dif-
ferent. 15 items showing nonuniform DIF were
obtained by varying the level of the common b
parameter (low, moderate, or high), the level of
the a parameters for the two groups (both low
or both high), and the size of the DIF (an area
value of .2, .4, .6, or .8). As described above,
the levels of b and a were not completely crossed
because it was not always possible to find rea-
sonable item parameter values that would yield
the desired condition. Four types of items were

studied: (1) low b, low a; (2) moderate b, low a;
(3) moderate b, high a; and (4) high b, low a.
For each type of item, items showing nonuni-
form DIF corresponding to area values of .2,
.4, .6, and .8 were generated. For the case of a
moderate b, high a item, it was not possible
to find reasonable item parameter values that
would give an area value of .8; hence, this com-
bination was omitted. In addition to the 15 items
with nonuniform DIF in these four categories, a
fifth category of items was constructed. For items
in the fifth category, both the b parameters
and the a parameters for the two groups were
different. This category of DIF items will be
referred to as &dquo;mixed&dquo; nonuniform.

35 items with DIF were constructed. Tables
1 and 2 show the item parameter values used
to generate items with DIF. Unbiased items
were generated using item parameter values
taken from real data and selected to produce
(with normally distributed trait levels for both
groups) either a normal or skewed test score

distribution. To generate tests with 15% DIF,
five items (one less than the six DIF items needed
for a test length of 40) or 11 items (one less than
the 12 DIF items needed for a test length of
80) were selected from the set of DIF items.
These items were kept the same in all analyses
and were included in the test solely to pro-
vide the desired degree of test score contami-
nation. DIF statistics were not calculated for
these items.

Each of the 35 DIF items to be studied was
added separately into the test (to make up the
15% DIF), its DIF statistics were calculated,
and it was removed from the test to be replaced
by another of the items showing DIF. This pro-
cedure was used in order to provide the same
context for studying each DIF item. Similarly,
for the condition in which there was no DIF

other than in the item of interest, each DIF

item was separately added to the test. Each con-
dition was replicated 20 times, and the percent-
ages of items showing uniform and nonuniform
DIF that were detected by each procedure were
compared.
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Results

Distribution Study

The results of the distribution study are

presented in Tables 3 and 4. The LR test statistic
should be distributed as a x2 with 2 df, the MH
statistic should be distributed as a x2 with 1 df.
The mean and standard deviation of the LR statis-

tic should therefore both be 2, and the correspond-
ing values for the MH statistic should be 1.

Table 3 shows that the MH procedure pro-
duced a slightly larger number of cases in which
the test statistic did not appear to have the

expected distribution. These cases did not cor-
respond to the same items across the four condi-
tions, and were not the same as those that were
problematic for the LR statistic. The model used

to generate the data did not appear to have an
effect on the distribution of the MH statistic.
There may have been a slight effect due to sam-
ple size. For 250 per group, the distributional
assumptions were less often met, and the

Kolmogorov-Smirnov values were somewhat

larger.
Despite the violations of the distributional

assumptions, Table 4 shows that the numbers
of false positives were in accordance with ex-
pectations. The notable exception for the LR

statistic was in the case of Item 3 in the poor fit
and 500 per group condition. The number of
false positives was large under this condition, and
there appeared to be a tendency for it to produce
a relatively large number of false positives
overall.

Table 3
Mean and Standard Deviation (SD) of LR and MH Indexes,
and Kolmogorov-Smirnov (KS) Statistics and Their Estimated
Probabilities (p) for Testing the Distributional Assumptions
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1’able 4
Number of Unbiased Items Falsely

Identified by the LR and MH Procedures
Using 95th and 99th Percentile Cutoffs

Power Study

To facilitate analysis of the detection rates for
the LR and MH procedures, the data were ana-
lyzed by ANOVA in which the dependent variable
was the number of times out of the 20 replica-
tions that the item containing DIF was identified
as biased by each procedure, and the independent
variables were the factors manipulated in the
study. Because of the large cell sizes, it was ex-
pected that many of the effects would be statisti-
cally significant without being meaningful. On
the other hand, given the cell sizes, nonsignifi-
cant effects could be meaningfully interpreted;
therefore, equal attention was given to these. De-
tection rates for uniform and nonuniform DIF
were analyzed separately.

Uniform DIE The ANOVA results are present-
ed in Table 5, and the corresponding means are

given in Table 6. Before interpreting the main ef-
fects, the significant interactions were examined.
Examination of the means corresponding to the
interactions showed that, for the most part, the
interactions were ordinal. For the disordinal in-

teractions, the reversal in direction of the mean
differences was not large enough to cancel out
the main effect. Therefore, in those cases in which
there was not a significant main effect, it was not
an artifact of interaction.

Table 5 shows that for both procedures test
length and shape of the score distribution did not
appear to affect detection rates. For the LR

procedure, model-data fit did not affect the

results; for the MH procedure, model-data fit

produced a significant effect (see Table 5), but
the mean difference was small (see Table 6). Con-
versely, for the MH procedure, Table 5 shows that
the percent of DIF items did not affect the results,
but for the LR procedure it did. On average, the
detection rate rose from 70% to 76% for the uni-
form LR procedure when the percent of items
with DIF dropped from 15 % to none other than
in the item under study (see Table 6).

Table 6 shows that sample size appeared to
have a strong effect on the detection rates for
both procedures. Detection rates increased by ap-
proximately 15 % when sample size was increased
from 250 to 500. The type of item also had a large
effect for both procedures. The items with DIF
that were most easily detected by both procedures
were items of moderate difficulty and high dis-
crimination. For these items, detection rates were
as much as 15% greater than for other types of
items.

Size of DIF produced the expected effect-
detection rates for both procedures were low (ap-
proximately 30%) for .2 DIF, but were very high
(95%) for .6 DIF. Overall, the MH procedure had
slightly higher detection rates for uniform DIF.

Nonuniform DIE Results for the detection of

nonuniform DIF also are presented in Tables 5
and 6. The results were quite different from those
for uniform DIF. Table 5 shows that both proce-
dures appeared to be unaffected by the shape of
the score distribution or the percent of items with
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Table 5
Analysis of Variance of the Effects of All Factors on the Performance of
the LR and MH Procedures in Detecting Uniform and Nonuniform DIF

DIF. The MH procedure was, again, not sensitive
to test length, but in this case, the LR procedure
was sensitive (Table 5), although the effect was
fairly weak (Table 6).

Table 6 shows that both procedures were af-
fected to some extent by model-data fit. The de-
tection rate for the LR procedure was 14% lower
when model-data fit was poor than when model-
data fit was good; the detection rate for the MH
procedure decreased 7%. Sample size produced
a strong effect-LR detection rates increased 19%
as sample size increased, and MH detection rates
increased 11070.

Other than the size of the DIF, the largest
effect observed for both procedures was due to

the type of item. Table 6 shows that for the LR

procedure, the lowest detection rate occurred with
items of moderate difficulty and low discrimi-
nation, and the highest detection rate occurred
for items of moderate difficulty and high dis-
crimination. The MH procedure was almost com-
pletely unable to detect strictly nonuniform DIF
in items of moderate difficulty. For items of low
difficulty, the MH detection rate was still approx-
imately 15% lower than the LR detection rate; for
items of high difficulty, the detection rates were
nearly the same. When the DIF was mixed non-
uniform (differences in b and a for the two

groups), the MH procedure was able to detect it
as well as the LR procedure.
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Table 6
Mean Percent Detection Rates for Uniform and
Nonuniform DIF Over 20 Replications for the
LR and MH Procedures Under All Conditions

Discussion

Distribution Study

Overall, the distributional assumptions of both
procedures appeared to be met to a satisfactory
degree, at least for practical purposes. The one
exception that occurred for the LR procedure was
with an item that was highly difficult and highly
discriminating (Item 3). This result may be due
to the greater influence of the c parameter on
difficult items. For very easy items, the c

parameter has an effect only on the very lowest
part of the trait scale, and hence the LR model
will fit the data adequately over nearly all the
range. For very difficult and discriminating

items, the c parameter affects a much larger part
of the trait scale, hence the misfit of the LR model
will become more apparent. In practical terms,
this problem may not be serious, at least for most
achievement tests, in which there are few very
difficult but highly discriminating items.

Power Study

The LR and MH procedures were almost
equally effective in detecting uniform DIF. The
slight advantage of the MH procedure in detect-
ing uniform DIF is probably due to its greater
power for this purpose, gained by conserving 1

df. The gain, however, is quite small. The con-
siderably better overall performance of the LR
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procedure relative to the MH procedure makes the
loss of 1 df well worthwhile. For example, for
nonuniform DIF greater than .2, over all items and
all conditions with the poor data, the LR proce-
dure detected 57% of items with DIF and the MH

procedure detected 34%.
The most noteworthy result was that concern-

ing the differential effect of the type of item on
the detection rates for the two procedures. The rea-
son for this difference may be found by consider-
ing the IRFS for the two groups on the different
types of items. For strictly nonuniform DIF, the
IRFS for the two groups intersect at the common

difficulty. Hence, for items of moderate difficulty,
the IRFS cross in the center of the trait range. This
situation may be thought of as disordinal inter-
action between trait level and group membership.
Because the MH procedure is primarily sensitive
to the main effect of group membership, it is un-
able to detect an interaction of this type. For items
of low or high difficulty, the IRFS cross either at
the low end or the high end of the trait scale; this
situation reflects ordinal interaction. Because the
main effect of group membership can be detected
in the presence of ordinal interaction, the MH
procedure can detect nonuniform DIF in items of
this type under some conditions.
An interesting finding was that the percent of

items with DIF in the test did not affect the MH
results. This may be due to the two-stage process
used in the MH procedure. In the first stage, ex-
aminees are grouped according to total score based
on all items, and the MH procedure is used to
identify items showing DIF. In the second stage,
items showing DIF (with the exception of the item
being studied) are excluded from the calculation
of total score used to group examinees. Then the
MH analysis is repeated. Because the percent of
items in the test with DIF did not affect the MH

results, it suggests that this two-stage &dquo;purifica-
tion&dquo; process is effective. Given this result, it may
be worthwhile to use such a purification process
with the LR procedure.

Conclusions

The LR model is more general than the model
underlying the MH procedure and hence is sen-
sitive to DIF of a more general nature. The MH
procedure, although computationally simple, is
sensitive only to DIF that is approximately con-
stant across all trait levels. This study demon-
strated that the LR procedure is as powerful as
the MH procedure in detecting uniform DIF, and
more powerful than the MH procedure in detect-
ing nonuniform DIF.

The MH procedure, however, is quick and inex-
pensive to implement. Calculation of the MH
statistic and accompanying odds-ratio requires
only cell frequencies. Estimation of parameters
in the LR model is necessarily iterative, and hence
more expensive in terms of computer time. The
LR procedure appears to be three to four times
more expensive than the MH procedure; never-
theless, this is still very inexpensive compared to
IRT procedures.

For tests that are very easy or very difficult,
the MH procedure might provide satisfactory
results in detecting nonuniform DIF. When the
test is of moderate difficulty, as are most achieve-
ment tests, the MH procedure might fail to de-
tect instances even of large DIF. Because by the
very use of the term DIF, the concern is with

differential item functioning, not merely differen-
tial item difficulty, it seems inconsistent to focus
on only one type of DIF because it can be de-
tected with little effort or expense. The results of
this study clearly show that there is a feasible
alternative.
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