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Abstract

Affective agent architectures can be used as control com-
ponents in Interactive Storytelling systems for artificial au-
tonomous characters. Creative authoring for such systems
then involves configuration of these agents that translate part
of the creative process to the system’s runtime, necessarily
constrained by the capabilities of the specific implementa-
tion. Using a framework for presenting configuration options
based on literature review; a questionnaire evaluation of au-
thors’ preferences for character creation; and a case study of
an author’s conceptualisation of the creative process, we cat-
egorise available and potential methods for configuring affec-
tive agents in existing systems regarding creative exploration.
Finally, we present work-in-progress on exemplifying the dif-
ferent options in the ActAffAct system.

Introduction
Interactive Digital Storytelling (IDS) is concerned with the
creation of a new media art form that allows for real-time
interaction with a developing narrative. In the terminol-
ogy of (Boden and Edmonds 2009), the aim is a form of
CI-art or VR-art, i.e., computer-generated and responsive
to audience interaction, possibly in the form of virtual re-
ality. Creating new methods for adaptivity, generativity,
and interactivity is seen as the prime method for advanc-
ing beyond traditional linear media, and while there are
recent examples of technical approaches that are close to
video-based media, e.g. video recombination (Porteous et
al. 2010), and of conceptual approaches to story generation,
e.g. based on analogy-mapping (Ontañón and Zhu 2011), a
large part of the research has focused on enabling interactive
storyworlds inhabited by synthetic characters (Rank 2005;
Si, Marsella, and Pynadath 2005; Louchart and Aylett 2007).
The assembly of autonomous conversational actors endowed
with some degree of autonomy poses significant integration
challenges (Gratch et al. 2002), including the development
of authoring methodologies that support the creative process
inside the boundaries of an IDS system.

We take the point of view of authors with IDS experience
to find ways beyond the current disparity between needs of
authors and capabilities and interfaces of existing systems.
In order to examine the support for creative authoring in
these systems, we look at methods for configuring one cru-
cial element for translating parts of the creative process to

runtime: affective agents. After introducing affective agent
architectures and a framework for presenting their config-
uration options to authors that draws on literature review;
the evaluation of authors’ preferences for character creation
using a questionnaire; and a case study of an author’s con-
ceptualization of the creative process, we examine available
and potential methods for configuring affective characters
in existing systems. Finally, we report on work-in-progress
translating these options to the ActAffAct system.

Affective Characters
Affective agents are a specialization of intelligent agents for
domains in which emotional and related phenomena are im-
portant. A key dimension for agent control architectures of
synthetic characters is affective competence: believable por-
trayal of emotional reactions and the capability of selecting
appropriate expressiveness; variability within the consistent
boundaries perceived as personality (Ortony 2003); and the
recognition of subjective relevance in the agent’s (social) en-
vironment (Marsella, Gratch, and Petta 2010). The origins
of such architectures often lie with scenarios of use (Rank
and Petta 2006) that target other application areas, cognitive
modeling or modeling of psychological theories. Their con-
figuration is not necessarily suited directly for the authoring
of synthetic characters.

In the context of IDS, synthetic characters translate parts
of the creative decisions of authoring to the runtime system.
Affective competence helps to ensure the emotional aspect
of character portrayal as well as of the causal connections
in a story, down to the fine-grained level of audience inter-
action. Here, we focus on techniques that model charac-
ters and their behaviour explicitly in order to achieve levels
of motivational and behavioral autonomy that facilitate the
generativity and interactive flexibility that IDS strives for.
On the spectrum from ‘strong autonomy’ to ‘strong story’
(Mateas and Stern 2000; Swartjes 2010), this places the ap-
proach towards the autonomy-end, more compatible with
the idea of emergent narrative that nevertheless requires pur-
poseful authoring (Louchart et al. 2008), in addition to af-
fective and situated competencies, to be successful. Even
in a strongly story-based interactive system, autonomously
competent agents are valuable if they can be configured to
act ‘in character’ during episodes that are not directly con-
trolled by a story-based framework or if the system explicitly
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represents emotional links between characters as part of the
authoring process (Pérez y Pérez 2007). For the context of
this work, the top-level of an IDS system, drama manage-
ment (Roberts and Isbell 2008), is not considered: we in-
tentionally focus on single characters and their autonomous
behaviour: character goals rather than author goals (Riedl
2009).

The nature of interactive systems entails that judgment of
creativity cannot focus on novelty and value of static arti-
facts as for systems that clearly separate a generative part,
see also (Gervás 2009): The use of affective agents carries
aspects that are clearly separable for static artifacts, such
as chronology, causality, and the distinction between fab-
ula and discourse, i.e. what is told and how it is told, into
the runtime of a system. Rather, we try to map the concep-
tual spaces that are established by affect models as well as
the ways for exploring and potentially transforming them.
This approach is similar to work in the area of game de-
sign (Smith and Mateas 2011). In (Spierling and Hoffmann
2010), the authors state that creative authorship is far from
obsolete in the context of IDS. The creative output con-
sists to a substantial degree of the specific configuration of
the control system. Abstractions at the creative conceptual
level are seen to be distinct from the more formal abstrac-
tions (Crawford 2004) required for implementation. Rather,
this relationship between authorial conceptual abstractions
and implementation-specific abstractions of a more techni-
cal kind and the special kind(s) of dedicated support required
of an IDS system for this transformation needs to be investi-
gated for each case.

Configuration Options for Affective Agents
We use a framework for the configuration of affective char-
acters as seen from the author’s perspective (Rank et al.
2012), based on feedback received from a questionnaire
study performed during an authoring workshop1, as well as a
case study of one author’s practice, strongly rooted in drama
theory. The questionnaire used free-text feedback and a set
of Likert-scale questions intended to gauge the relative im-
portance of different strategies for creating characters for a
story-world. The free-text feedback reflected a wide range
of approaches to character creation, including placing the fo-
cus on events, conflicts, or personality-specific feelings that
happen to the character; the reliance on known characters
or on personal experience as a starting point; and picking
the background and underlying goals of characters as cen-
tral element. At the same time, the reported results point
at the complementarity of different approaches to character
creation while the evaluation of preferences for different ap-
proaches showed no significant differences at that level of
investigation (Rank et al. 2012).

As a second source for authors’ viewpoints on the prob-
lem of configuring synthetic characters in an effective way,
we draw on a case study of the authoring experience of
one of the co-authors (Struck 2005) with both traditional
linear narratives (i.e., script writing) and interactive story-

1The IRIS authoring summer school http://iris.interactive-
storytelling.de/Summerschool

telling systems. The central tenet of this author’s experi-
ence is the conceptualization of narrative as a sequence of
emotional effects. Underlying this approach are character-
centered drama models based on work such as by Frank
Daniel (see (Howard and Mabley 1995)) and the notion of
a conceptual space (Struck 2005). Furthermore, the prac-
tice corresponds to the cyclic process of engagement and
reflection that has been proposed as a model of creativity in
writing (Sharples 1999).

As a quick way to concretize a character’s role in a nar-
rative, it is proposed to answer the question: What does the
character want the most? Motivations and aversions of a
character are then considered subordinate to this main de-
sire. The notions of aspirations, vocations, and goals are
crucial to derive a character’s fears. As an example, consider
a character that wants to see the world: Potential candidates
for suitable high-impact fears would then be fear of flying or
fear of crossing open water. A narrative is then seen to pitch
a character’s goals against obstacles involving the need to
risk high stakes. Anything lacking in connection to a char-
acter’s hopes and fears is omitted. Conversely, everything
that is shown relates to this backstory of the character. Note
that such constraints quickly extend beyond individual char-
acters to comprise their social stances and interrelationships
(Spierling and Hoffmann 2010). In addition, this selection
principle contributes to perceived believability by allowing
for inference and prediction of motivations and intentions
through observations, e.g. (Riedl and Young 2010), p.220.

Figure 1: The levels of presenting configuration of charac-
ters in IDS.

Based on this investigation of the authors’ viewpoint, and
considering available systems, four different non-distinct
levels of presenting configuration are distinguished, as il-
lustrated in Figure 1:
1. Direct changes to initial inner states of agents as mo-

tivating factors for the character’s behaviour.
2. Parameter settings that influence the inner working of

an agent in correspondence to a theoretically persistent
characteristic of the agent as a whole: traits.

3. Complete stock characters with a particular personal-
ity that can be used as a basis for customization.

4. Configuration based on the selection of backstory ex-
periences that influence background beliefs and emo-
tional parameters.
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Levels 1 and 2 define a conceptual space that can be ex-
plored exhaustively in theory, though not in practice for most
systems. Levels 3 and 4, while relying on the same meth-
ods of character control, present configuration as a transfor-
mational process starting from exemplars2. As mentioned,
these levels are not distinct and can be seen as complemen-
tary, progressing towards a higher level of abstraction.

Configuration in Existing Systems
In the following, we review current systems and their sup-
port for exploring configuration in terms of inner states and
traits, as well as the potential for supporting stock characters
and backstory experiences. An important biasing factor for
the selection of example systems was the open or confiden-
tial availability of source code.

As mentioned above, the inner states of existing sys-
tems are often strongly tied to the origin of the agent ar-
chitecture and not geared towards authoring. Many affec-
tive agent architectures can be seen as extensions of belief-
desire-intention (BDI) agent models based on ideas about
resource-bounded practical reasoning (Bratman, Israel, and
Pollack 1988). These ‘BDI+E’ architectures rely on: be-
liefs that represent what an agent holds to be true, desires
(or goals) that an agent tries to fulfill, and a representation
of what the agent is capable of doing, often in terms of a plan
library. The third name-giving element, intention, refers
to capabilities activated in pursuit of a current goal. The
main influence on agent behaviour that all these architec-
tures share and that are directly amenable to exploration are
the relative importance of different desires, i.e. their utility,
and the set of capabilities available to a specific agent.

Examples of architectures that add an operationalization
of affective appraisal are FAtiMA (Dias and Paiva 2005) or
ActAffAct (Rank 2005). The addition of affective appraisal
results in further parameters for exploring configurations:
the relative importance of standards, i.e. the evaluation of
different types of behaviour; the initial relative importance
of the actors and objects in the storyworld; and the creation
thresholds and decay rates for different types of emotions.
Further, such architectures were extended to consider mood
as a meta-level effect, i.e. as an aggregate of previous emo-
tions. An important additional parameter in this respect is
the number of emotions considered. One extension of FA-
tiMA (Doce et al. 2010) applies the so-called OCEAN or
five-factor model of personality. An individual’s personal-
ity is expressed as values of five personality traits that can
be used to explore the possible resulting behaviours: open-
ness, conscientiousness, extraversion, agreeableness, neu-
roticism. The values for the five OCEAN factors influence
the appraisal process in terms of thresholds and decay rates
for emotion instances, but also coping and planning as well
as expressivity in an animation system.

Both the BDI framework and personality theory frame the
configuration of agents in terms that are still close to the au-
thorial conceptualization presented above. For other mech-

2See (Rook and Knippenberg 2011) on the influence of quality
of exemplars on creativity and imitation depending on the regula-
tory focus of authors.

anisms, the matching of explorable settings is less direct.
In implementations based on PSI theory, such as MicroPSI
(Bach 2003) or ORIENT (Lim et al. 2012), another exten-
sion of FAtiMA, emotions are described as sets of modu-
lators that influence processing directly: arousal, i.e. the
propensity for action, resolution level, i.e. the accuracy
of internal processing, and selection threshold, i.e. resis-
tance to change the current intentions. Exploring the effect
of different situations on the values for these modulators
opens a space for an agent’s personality. On a more gen-
eral level, PSI theory introduces the individual settings of
so-called motivators (affiliation, integrity, energy, certainty,
and competence), homeostatic variables with an influence
on behaviour based on the deviation from set-points.

Further affective architectures are built on top of cogni-
tive architectures that in themselves provide a wide range of
possibilities for configuring individual differences in terms
of inner states. An example is Soar and the emotion models
based on it, such as EMA (short for emotion and adapta-
tion) (Marsella and Gratch 2009) or PEACTIDM (Marinier
and Laird 2006). Soar itself provides a general process-
ing cycle that can be used in different styles, which in turn
results in a wide range of configuration options. Corre-
sponding to the BDI approach, the utility of goals and the
availability of operators form the core of any configuration.
Similarly, in Thespian (Si, Marsella, and Pynadath 2005;
Si, Marsella, and Pynadath 2009), goals, policies and be-
liefs about self and others are the determining factors of
single agent behaviour. In addition, in support of authorial
control, characters can be configured by specifying multi-
ple story-paths that are used to deduce their goals. Thereby,
this approach employs a strong-story element to parameter-
ize a system that is originally autonomy-driven. In EMA,
the overall affective assessment is based on a causal inter-
pretation of the current state of the world. On a conceptual
level, the granularity of this representation forms an impor-
tant part of configuring the personality of an agent. One fo-
cus of affective architectures in general are coping activities
defined as the inverse operation of appraisal. Coping thus
involves the identification and influencing of the believed
causes for the currently significant state. Different coping
strategies can be available to a single agent and the selection
of these strategies represents a new level of potential config-
uration and a suitable candidate for a high-level exploration
of the conceptual space of affective agents. Further, avail-
ability and relative priority of different coping strategies can
be linked to backstory experiences.

In the VirtualStoryteller framework (Swartjes, Kruizinga,
and Theune 2008), late commitment is used for the au-
tonomous characters to determine the values of internal pa-
rameters and the state of the storyworld at runtime rather
than beforehand at authoring time. To inform these delayed
decisions, an assessment of the benefit of available options
for story development is computed, thus reducing options of
direct authoring of character states in favour of more global
traits of the character in the story context.

Planning and scheduling techniques add further
implementation-specific parameters for configuring in-
dividual differences that are comparatively far removed
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from the author’s perspective. As an example, planning
algorithms can use quality measures, e.g., time and cost,
and resource constraints to decide between alternative paths
of action. Configuration of these mechanisms involves
relative weighting of different quality measures.

Table 1: Configuration options for inner states and traits.

Inner
States

Beliefs, granularity of internal representation;
Availability of capabilities; Utility of goals;
Standards, evaluation of types of behaviour;
Thresholds and decay rates for emotion types;
Availability and priority of coping strategies

Traits History considered for meta-level mood; Quali-
ties/constraints for planning/scheduling; Open-
ness, conscientiousness, extraversion, agree-
ableness, neuroticism; Arousal, resolution
level, selection threshold; Importance of affili-
ation, integrity, energy, certainty, competence

Table 1 summarizes relevant options for configuration of
affective behaviour, distinguishing options related to inner
states from traits of the agent as a whole. Practical and inten-
tional examples for stock characters and configuration based
on backstory experiences are rare. However, most architec-
tures were designed for a specific purpose and therefore a
set of characters is available, at least in principle. To the
best of our knowledge, explicit use of backstory experiences
to influence individual character behaviour has not been im-
plemented in any system so far.

Extending Configuration of ActAffAct
ActAffAct (Rank 2005) is a proof-of-concept system that re-
lies solely on the affective competences of individual char-
acters and their configuration in terms of beliefs and desires
to generate interesting but very simple plots within an inter-
active storyworld setting comprising a hero; a villain; a vic-
tim; and a mentor, as well as simple props such as a sword;
a rope; or a bouquet of flowers. As a system with BDI-
background and a practical reasoning system at its core, the
modification of inner states is the direct way of exploring
character designs. The use of a mood-system allows for the
modification of traits: influence factors of different emotion
types on mood and the decay rate of the mood state, that
influence the character as a whole. Our work-in-progress
considers the support for stock characters and backstory
experiences. Due to the use of “cliché” story characters,
archetypes, as agents in the original system, a set of stock
characters can be derived directly. Most interesting though
is the realisation of backstory experiences: The implementa-
tion of the appraisal process includes the selection of coping
styles and the relative weighting of different types of emo-
tions. These two elements lend themselves to be configured
by a selection from automatically generated episodes: every
episode shows reactions of a character in the possible com-
binations of encounters with other characters and objects in
the storyworld. Evaluation of the resulting authoring possi-
bilities is planned, including a questionnaire study.

Conclusion
In this paper, we used a conceptualization of character cre-
ation from the author’s viewpoint to review different lev-
els of configuration that current affective agent architectures
provide. A mapping of notions of the author’s creative pro-
cess to configuration options is not straightforward. Rather,
due to the roots of many affective agent architectures in ar-
eas other than IDS, parameters offered for exploration are
often far removed from the author’s perspective on character
creation. On the other hand, parameters that stem from the-
oretical and practical considerations in agent architectures
potentially provide new sources of creative inspiration for
authors, both in terms of details of modeling and in terms of
additional factors of influence that implementation-specific
configurations expose for exploration. Overall, the concep-
tualization helps to frame the support for creativity in au-
thoring IDS systems, and points to future extensions of ap-
proaches for character configuration. Finally, based on the
review of configuration options in related systems, we pre-
sented ongoing work in extending the ActAffAct system re-
garding new ways for configuring autonomous characters.
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