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ABSTRACT. Two kinds of relations exist between words, syntagmatic and paradigmatic.
Word embedding as a state-of-the-art model of distributional semantics has been used to
discover the paradigmatic relations between words and has been widely used in natural
language processing tasks. Based on a hypothesis that at sentence level, except for words
in paradigmatic relations, two words in certain syntagmatic relation are more similar
than those mot in any syntagmatic relations, we propose to discover words in syntag-
matic relations in a sentence using word embedding based similarity computation. The
experiments prove that word embedding based similarity between words in syntagmatic
relations is higher than that between words not in any syntagmatic relations. And word
embedding based method is competitive to the best measures in literature and can be a
good complement to those measures. This discover can be conducive to many syntag-
matic related natural language processing tasks such as parsing, text generation, machine
translation, collocation extraction and multi-word expression recognition. Further exper-
iment in collocation extraction shows that the proposed word embedding based association
measure is effective in filtering the noisy collocation candidates at sentence level and it
outperforms the existing well-known association measures in all precision, recall and F-
measure.

Keywords: Syntagmatic relations, Association measure, Word embedding.

1. Introduction. There are two fundamental types of relations between words accord-
ing to Ferdinand de Saussure who is the father of modern linguistics: syntagmatic and
paradigmatic relations [1]. Two words are in a syntagmatic relation if they co-occur
more frequently than expected from chance and if they have different grammatical roles
in the sentences in which they occur. Typical examples are word pairs like hat-wear and
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rain-heavy. There is a paradigmatic relation between two words if they can substitute
for one another in a sentence without affecting the grammaticality or acceptability of the
sentence. Typical examples are synonyms or antonyms such as heavy-strong or strong-
weak.

The ways to find these two relations are called association computation. Paradigmatic
associations are words with high semantic similarity. Traditionally, the semantic similar-
ities between words can be computed by simple vector comparisons based on the distri-
butional hypothesis of distributional semantics. Syntagmatic associations are words that
frequently co-occur. Traditionally, way to extract them from texts is to look for word
pairs whose co-occurrence is significantly larger than chance. To test this significance,
many association measures can be used, and more than 80 such association measures are
mentioned in literature [2]-[3]. But we think that words in syntagmatic relations also
always occur together in similar contexts. In a sentence, except those words in paradig-
matic relations, words in syntagmatic relations should be closely related to each other. If
this is the case, then distributional semantic model can also be used to predict words in
syntagmatic relations.

In the past, distributional semantic models (DSMs for short) build semantic represen-
tations dynamically with high dimensional vector spaces after a statistical analysis of the
contexts in which words occur and DSMs are thus regarded as a promising technique for
solving the lexical acquisition bottleneck by unsupervised learning, and it is said that this
kind of distributed representation provides a plausible, robust and flexible architecture for
processing semantic information. With the advent of word embedding, this representation
has been changed from high dimensional to comparatively low dimensional vector spaces,
which makes it even more quick and easy to process semantic information on big data.

The most popular word embedding model is introduced in [4] and available as the
word2vec toolkit. The word2vec method is the most frequently cited method for captur-
ing meaningful semantic relations between words from corpus. It has the advantage of
not requiring any tagging while training. The prevailing view is, however, that it is able
to capture semantic similarity but incapable of capturing complex compositional seman-
tics and so is virtually useless for most purposes. But we believe that since syntagmatic
relations are words co-occurring more often than by chance in the same contexts, word
embedding can also capture the syntagmatic relations between words. The literature has
already proved that word embedding is effective in discovering the paradigmatic relations
by similarity computation. The aim of this study is thus to prove that word embedding
is effective in discovering the syntagmatic relations between words, too. In this context,
our primary research questions are: (1) Can word embedding be used to discover the
syntagmatic relations between words in a sentence? (2) Can different parameter values in
training word embedding influence the discovering performance? (3) Is word embedding
based method superior to conventional association measures? (4) Is this method language
independent? (5) Is the method useful in practical applications?

In Part 2, we briefly review the best association measures used in syntagmatic relation
detecting and the application of word embedding in word relation detecting. In Part 3, we
mainly answer the first four research questions mentioned above by experiments and we
explore the usefulness of the proposed method in practical task of collocation extraction
in Part 4. Part 5 concludes the whole work.

2. Literature Review. Traditional ways to measure the syntagmatic relations between
words are the so called association measures. There are more than eighty different asso-
ciation measures reported [2]-[3]. It is said none of them can beat the others completely
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but each can be useful in measuring certain types of syntagmatic relations. So, recently,
researchers, especially those who are interested in machine learning methods to do the
research [5]-[10], tend to combine several different association measures in the discovering
of the syntagmatic relations. Among all the association measures, the following several
are reported the best and the most commonly used:

First, mutual information (MI for short). The formula is as the following:

p(z,y)

MI(z,y) = log, o@p(y) (1)
In the formula, p(x), p(y), p(x,y) are probabilities of occurrence of words x,y, and bi-
gram z,y respectively. [11] uses point-wise mutual information to measure the correlation
between words. But MI favours rare events [12], in fact, [11] suggests using a frequency
threshold of five. But on large frequency-filtered data, MI was shown to lead to com-
petitive results [2]. Many studies use mutual information to evaluate the syntagmatic
relations [13]-[17].

Secondly, Dice coefficient [18], which is defined as:

2f(z,y)
GENIO) @

where f(z), f(y), and f(z,y) are frequencies of words z, y, and bigram x,y respectively.
Dice coefficient is a method that can provide optimal results in a given setting, for instance,
in discovering A-N (adjective and noun pattern) in German [5] and in the collocation
extraction tool Xtract [19].

Thirdly, the chi-square test (x?), which is defined as:

O,;; — E;;)?
X2:Z(]E+)’ (3)
iy K

DICE(z,y) =

where O;; and Ej; are the observed and expected frequencies in a contingency table. The
chi-square test overcomes the normal distribution problem as it makes no assumptions
about the data, but it still over-emphasizes rare events and also over-emphasizes common
events [20]. Moreover, it is inaccurate when the sample size is small [21]. It has been
used in [5].

Fourthly, Log-likelihood Ratio (LLR for short) is an often used association measure for
it is argued to be appropriate to both rare and common phenomena, to both large and
small text samples [22]. The formula is:

O
LLR =2 Z Oy;log E—J (4)
irj

where O;; and E;; are the observed and expected frequencies in a contingency table. Log-
likelihood Ratio is generally considered as the most appropriate measure for collocation
extraction [23], so it is used in many works such as [5], [22], [24]-[26].

The state-of-the-art distributional semantic model, in the form of word embedding, has
demonstrate their utility in a wide range of NLP tasks, including identifying various mor-
phosyntactic and semantic relations [27], dependency parsing [28], sentiment analysis
[29], named-entity recognition [30]-[31] , and machine translation [32].

Word embedding based similarity computation is the most commonly used DSM in
which it is believed that the vectors of two semantically related words are related by lin-
ear transformation. [27] applies it into the word-based translation. [33] applies this to
the learning of hyponym-hypernym relations in Chinese. [34] models the similarity be-
tween standard language and non-standard language. [35] uses a simple word embedding
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based model to discover lexical substitutions for certain word. [36] uses word embedding
to compute the compositionality of multi-word expressions. [37] uses a transformation
matrix learned from a few collocation examples to discover collocates for untrained head
words. [38] uses word embedding to discover similar words and to recognize noun com-
pounds by using the non-substitution of collocations.

The association measures in literature only consider the co-occurrence of the words
but cannot capture the semantic and syntactic relations between words. With the ad-
vent of distributional semantics, the semantic and syntactic information of a word can be
captured in vector representation. But as the literature shows, the use of distributional
semantics, in the form of word embedding, only focuses on the computation of paradig-
matic association, and it is seldom used in the computation of syntagmatic association.
But theoretically, in a sentence, except for the paradigmatic relations, the distance be-
tween words in syntagmatic relations must be shorter than the distance between words
without any relation. At the same time, at sentence level, few words are in paradigmatic
relations, and many of them are in syntagmatic relations. So it is possible to use word
embedding based similarity computation to discover the syntagmatic relation at sentence
level.

3. Word Embedding Based Method to Discover Syntagmatic Relations. Word
embedding is low-dimensional vector representations of word types. In literature, word
embedding has been used to discover the paradigmatic relation by computing the similar-
ity between words but so far not to discover the other relation between words, syntagmatic
relation. Intuitively, the distance between words in syntagmatic relations in a sentence is
shorter than words not in any syntagmatic relations in the sentence. For example, In EX-
AMPLE 1, we compute word embedding based similarity between words in the sentence
and rank the similarities. For space limitation, we only put the most similar ten pairs in
TABLE 1. The most similar word pair is “#& % (the navy)” and “ffi % (the army)”, which
is a pair of synonyms. Those ranking after from number two to nine are either parts
of a syntagmatic relation or syntagmatic relation, but those after rank number nine are
seldom in any relations. From this example, we can see that it is possible to discover the
syntagmatic relations in the sentence by using word embedding based similarity comput-
ing.

EXAMPLE 1: #ZE#AE NFG N8 E M, AR SMSLHPATIERESZHBE ). (As a
subsidiary force to the army, the navy cannot shoulder independent combat mission.)

So we believe word embedding based similarity computing can be used to discover the
syntagmatic relations in a sentence.

3.1. The Proposed Method. To use word embedding based similarity computing to
discover the syntagmatic relations in a sentence, we use similarity rankings. Given a head
word H, and a sentence S(S = wi,ws,- - ,w,) that includes the head word, the aim
of our method is to discover the words in the sentence that are in syntagmatic relations
with the head word H. For each candidate word W (W € S and W # H) , we have to
compute the similarities between words in three lists:

List 1: all word pairs in the sentence;

List 2: word pairs in the sentence that include the headword H;

List 3: word pairs in the sentence that include the candidate word W.

From these three lists, we will get three ranks for the candidate word pair (H, W)
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TABLE 1. The top ten similar pairs

Word A Word B Sim Relations

% (the navy) | fli% (the army) | 0.7801 paradigmatic

7 (the navy) {EEL (combat) | 0.6562 syntagmatic

fli % (the army) | fEf&(combat) | 0.5645 syntagmatic

PAT (carry out) | fEff(combat) |0.4105 | part of syntagmatic
AT (independent) | fE&% (combat) | 0.4079 | part of syntagmatic
( )
( )
t

YEI% (combat) {55 (mission) | 0.3788 syntagmatic
PAT (carry out) | fE55(mission) | 0.3712 syntagmatic
JHAT (independent) | FiAT (carry out) | 0.3541 syntagmatic
H 2 (possess) fie /1 (ability) [ 0.3207 syntagmatic

H 2 (possess) PAT (carry out) | 0.2946 none

respectively, which are designated as Rank 1, Rank 2 and Rank 3 and act as the criteria
to decide whether the candidate word pair is in syntagmatic relation or not. Specifically,
in our experiments, only if one of the rankings of the candidate word pair (H, W) ranks
before (and including) 5, the candidate word pair is regarded as in certain syntagmatic
relation. That is:

True if Rank 1<<5 or Rank 2<<5 or Rank 3<<5

False else

Syntagmatic(H, W) = {

To choose these three rankings is based on the following hypotheses: the high rank in
first ranking reveals that the candidate and the head word are more closely related com-
pared with all the other candidates in the sentence; the high rank of the second ranking
tells that the head word has closer association with the candidate word than the other
words in the sentence and the high rank of the third ranking tells that the candidate word
is more closely associated with the head word compared with other words in the sentence.

3.2. Experimental Setup. In order to test whether word embedding based method is
useful in discovering the syntagmatic relations between words in a sentence, the training
of word embedding is necessary. To train word embedding, we use the Python version
gensim word2vec [39)].

In order to test the language independence of the proposed method, a self-compiled
parallel corpus including Chinese and English serves as the training corpus. The detailed
information is shown in TABLE 2. The Chinese corpus was first segmented by using
an available tool [40]. The result word embedding includes 57,979 Chinese words and
141,966 English words. The testing corpus is a mini parallel corpus of 100 sentences. All
the syntagmatic relations are manually annotated. In annotating, we ask two linguistic
experts to annotate the syntagmatic relations in the testing sentences independently,
only those relations agreed by the two are accepted. In our experiments, we only choose
several representative words to test. The representatives are chosen according to two
criteria. On the one hand, we choose noun and verb as representatives since they are
strong in creating relations, on the other hand, we choose the most frequent word in
the test corpus. The more frequent the word is, the more comprehensive relations can
be studied. So for Chinese part, we choose “HEJJ (ability)” representing nouns and “#&
= (improve)” representing verbs. For English part, we only choose the most frequent
noun “ability” as the representative. The evaluation work is conducted through three
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well-known indicators including precision, recall and F; measure.

TABLE 2. Training corpus

Languages | Sentences | Tokens | Types
Chinese 457,899 | 8,388,455 | 57,979
English 457,899 | 7,971,065 | 158,998

3.3. Setting the Best Threshold for Each Key Parameter in Word Embed-
ding Training. Word embedding in this study is trained by using the python version
of word2vec package gensim word2vec. There are several key parameters in this package:
the algorithm, the size of the trained vectors, the window size for training the vectors, and
the iteration times in the training. For the parameter algorithm, there are two choices:
CBOW and skip-gram. The default values for the size of vector, window size and iteration
times are 100, 5, and 5 respectively, and we can set different values for each parameter. In
order to test the influence of different settings of each parameter, we change only one pa-
rameter threshold every time and set default values for the other parameters. We evaluate
the influence by using the discovering F; measure of the syntagmatically related words.

We first decide a better algorithm to train task-oriented word embedding. With other
parameters set as the default value, we change the algorithm to train different word
embedding and use the trained different word embedding in the syntagmatic relation dis-
covering. The result comparison (FIGURE 1) tells that in this task, skip-gram performs
a little better.

0.32
032 ™~

0.31 \
F1 \
031

0.30

™~

0.30 T ]
skip-gram CBOW

Algorithm

F1GURE 1. Influence of different algorithms

After choosing a better algorithm, it’s time to decide the best values for other param-
eters. This experiment is to decide the best window size. The default window size is
5. That means when training word embedding five words before and after the word in
study are chosen as the window. We choose 2, 8, 10 respectively as the window size.
According to the experimental results (FIGURE 2), the optimal window size is 10, and
the word embedding trained when the window size is 2 is better than when the window
size is enlarged but does not surpass 10. That is because most of the syntagmatically
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related words are adjacent to each other, so the window size 2 can achieve comparatively
good results. Since the average sentence length of the corpus is 18, that means when the
window size is 10, the training of word embedding almost considers the whole sentence,
so the optimal result is achieved.

0.33

0,33
0.32 \__\ /
F1 032 /
031 \w/
0.3l
0.30 T T T 1
2 5 8 10

window size

FIGURE 2. Influence of window size

Another key parameter in the training of word embedding is the size of the vectors. In
the experiment, we choose 100, 200, 300, 400, 500, 600, 700, 800, 900 and 1000 to train
the word embedding respectively and find that when the vector size is smaller than 600
(including 600), the larger the vector size, the better the results. But when the vector
size is larger than 600, the influence is not always positive, and there are ups and downs
in the influence curve (FIGURE 3).
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FI1GURE 3. Influence of vector size

The last key parameter is the training iteration time. Since the word embedding train-
ing corpus is comparatively small, the iteration times are set to enlarge by ten. The
experimental results (FIGURE 4) show that from 10 to 20 the result changes dramati-
cally but after 20, although enlarged vector size brings better results, the improvement is
not significant.
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FIGURE 4. Influence of iteration times

Combining the above experimental results, we get the optimal parameter value set for
the task of measuring the syntagmatically related words. They include the skip-gram
model as the algorithm, window size 10, vector size 600 and iteration time 30.

3.4. Comparison with Other Association Measures. Is word embedding based sim-
ilarity computing competitive to the state-of-the-art methods? What’s the difference of
the proposed method compared to other methods in the literature? In literature, the syn-
tagmatically related words are discovered by using different association measures. The
most commonly used and also universally acknowledged as the most suitable association
measures for recognizing syntagmatically related words are Dice, x?, mutual information
and log likelihood ratio. These methods are often used to extract syntagmatic relations in
the large text corpus. In order to compare the results at sentence level, we rank the word
pairs in the sentence according to different association measures and in order to be com-
parative with the proposed method, we choose those ranking before (and including) five
as correctly discovered syntagmatic relations. The evaluation results of different methods
including our proposed method are presented in TABLE 3.

Word embedding in the proposed method is trained by using the best parameter

TABLE 3. Comparison of several association measures in Chinese

Methods | Correct/All| P R F | C
Our Method | 171/745 |0.230|0.679 | 0.343 | /
DICE 116/635 | 0.183 | 0.459 | 0.261 | 72

X2 179/635 | 0.282 | 0.708 | 0.403 | 33

MI 180/635 | 0.284 | 0.712 | 0.405 | 36
LLR 168/635 | 0.265 | 0.664 | 0.378 | 36

values mentioned in 3.3. We evaluate the proposed method in two perspectives: first,
we compare the proposed method with the other commonly used measures by precision,
recall and F} measure. Secondly, we evaluate the proposed method from the perspective
of how much it can complement the other measures. In TABLE 3 the second column in-
cludes all the extracted syntagmatic relations (Correct in the table) and all the correctly
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extracted ones (All in the table) of different methods. The third, fourth and fifth columns
are precision, recall and F} measure of different methods. And the last column shows the
complement of our method to other methods. Experimental results show that compared
with the commonly used association measures, the proposed method is not the best, but
it can complement the others. For example, in the correctly discovered syntagmatic rela-
tions, the proposed method can discover 72 syntagmatic relations that Dice cannot, 33,
x? cannot, 36, MI and LLR cannot. All these experimental results tell us that the word
embedding based method is effective in measuring the syntagmatic relations and can be
a good complement to the existing methods.

Further study of results got by the proposed method show that almost all types of
syntagmatic relations can be extracted such as “B 448 /J (have the ability)” in the form
of “verb + noun”, “BEJJFFM& (ability to reduce)” in the form of “noun + verb”, “H ZIfE
77 (important ability)” in the form of “adjective + noun”, “f¢ JJZ (ability is poor)” in
the form of “noun + adjective” and “*:>J ¢ /J(learning ability)” in the form of “noun +
noun”, etc. The study also shows that almost all the function words in the sentence are
selected as in the syntagmatic relations with the head word. This may be because function
words are frequently used and they exist in almost all the sentences in the corpus. Thus,
the similarity computation will find them all the time. Take the function word “fJ (of)”
as an example. As long as there’s “[J (of)” in the sentence, the similarity ranking of the
word “ffJ (of)” and the headword “f¢ 7J(ability)” ranks mainly in the first or second place.

3.5. Cross Linguistic Applicability of the Proposed Method. The above experi-
ments are all on the measurement of syntagmatic relations in Chinese, then is the method
cross linguistically applicable? In this section, we conduct a similar study in English.
We choose the English part of our parallel training and testing corpus as the training
and testing corpus in this experiment. The focus word is the most frequent word in the
testing set “ability”. The experimental results are shown in TABLE 4. There are alto-
gether 75 syntagmatic relations of “ability” in the testing corpus, the proposed method
can discover 52 correctly, numbers of correctly discovered relations by the other methods
in the literature are: 46 for DICE, 61 for x2, 56 for MI, and 42 for LLR. There are no
significant differences between the proposed method and the methods in literature, and
further analysis shows that the proposed method can discover some different relations
from the methods in the literature. Among all the 52 correctly recognized relations, 21
cannot be recognized by Dice, 6 cannot be recognized by x?, 8 cannot be recognized by
MI and 23 cannot be recognized by LLR. The experimental discovery further proves that
our proposed method can be a good complement to the methods in the literature. The
discovering here is consistent to the experimental results in the Chinese part. It proves
that the proposed method is not dependent on language, and can be used to discover any
syntagmatic relations in any language.

TABLE 4. Comparison of several association measures in English

Methods | Correct/All| P R F | C
Our Method | 52/212 |0.245 | 0.693 | 0.362 | /

DICE 46/196 0.238 | 0.613 | 0.340 | 21
2 61/196 0.311 | 0.813 ] 0.450 | 6
MI 56,/196 0.286 | 0.747 | 0.413 | 8

LLR 42/196 0.214 | 0.560 | 0.310 | 23
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4. Application of Proposed Method in Collocation Extraction. Measurement of
syntagmatic relations can be used in many syntagmatic relation related fields, such as
parsing, collocation extraction, and multi-word expression recognition. The experiment
in part 3 shows that word embedding based measurement of syntagmatic relations is effec-
tive, competitive and complementary, but what is the practical effect of this measurement
in a specific task? In order to answer this question, we conduct a pilot study on the task of
collocation extraction. The training and testing corpora for collocation extraction are the
same as in part 3.2. The method to extract collocations follows the traditional two phase
method: get the candidates in the first phase and filter the noises in the second. In the
first phase, dependency relations in a sentence are regarded simply as the candidates. We
first conduct dependency parsing on the test corpus by using Stanford CoreNLP package
[41], then extract each dependency relation as the candidate of our collocation extraction
task. In the filtering phase, in order to compare our proposed method with those in liter-
ature, we use the proposed word embedding based measurement of syntagmatic relations
and those mentioned in part 3.3.

To determine whether a candidate is a real collocation or not, in our method, three
rankings of the candidate in study are considered. For a candidate collocating word W
to the head word H, Rank 1, the ranking of similarity between H and W among all the
candidates in the sentence, Rank 2, the ranking of similarity between H and W among all
the candidates that include word H in the sentence, and Rank 3, the ranking of similarity
between H and W among all the candidates that include word W in the sentence. All
these rankings are computed according to the word embedding based similarity compu-
tation. So long as one ranking of the candidate is at first in the three rankings, we regard
this candidate as a real collocation.

For other association measures, since they are usually used to measure the association
between words in the whole corpus level, for the measuring at sentence level, we simply
use the ranking method. In order to be comparable with our method, only those ranks
at first are regarded as the real collocations.

The extraction results of different filtering methods are in TABLE 5. The results show
that this word embedding based method is effective in filtering the collocation candidates
and it outperforms the methods using the traditional association measures both in preci-
sion, recall and F; measure.

TABLE 5. Comparison of proposed method with traditional methods in
collocation extraction

Methods P R F
Our Method | 0.643 | 0.465 | 0.540
DICE 0.606 | 0.387 | 0.472
% 0.606 | 0.387 | 0.472
MI 0.606 | 0.387 | 0.472
LLR 0.525 | 0.335 | 0.409

5. Conclusion. Both kinds of relations between word, syntagmatic and paradigmatic,
are closely related to the semantic and syntactic information of words. Word embedding,
a state-of-the-art distributional semantic model, which is considered to be able to capture
the semantic and syntactic information of a word, is widely applied to many natural lan-
guage processing tasks in the sense of finding paradigmatic relations of words. When the
whole corpus is considered, word embedding based similarity computing discovers words
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in paradigmatic relation, but when a sentence is considered, where words in paradigmatic
relations are a few, word embedding based similarity computing can discover words in
syntagmatic relations. Based on this hypothesis, this paper proposes to use word em-
bedding to discover words in syntagmatic relations. We conduct experiments to test the
practicality, effectiveness and cross language applicability of the proposed method and also
apply it to the practical natural language processing task - collocation extraction. All the
experimental results show that word embedding can be used to discover the syntagmatic
relations at the sentence level and it is effective, competitive and complementary to state-
of-the-art methods in the literature. And cross language experimental results show that
our proposed method is also language independent.

As the first attempt to discover the syntagmatic relations at sentence level, this work is
of significance to syntagmatic based natural language processing tasks at sentence level,
such as parsing and machine translation. As the experimental results show, the proposed
method is effective and complementary to the state-of-the-art methods. In the future,
we will make full use of this complementary effect and search for a clever combination of
the proposed method with the state-of-the-art methods in order to further improve the
performance precision, recall and F; measure of the task and also extend our method to
the discovering of multi-gram syntagmatic relations.
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