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Abstract 

Two principles for partitioning a set into groups are revisited in the paper. 
In addition to the well-known cluster analysis principle, two other set partition 
principles are considered: the similarity principle and the antictuster principle. 
In similarity principle the initial set is partitioned into groups, so that each 
gTvup possesses property similar to the pTvperly of the initial set. In anticluster 
principle, the initial set is partitioned into groups in such a way, that elements 
belonging to each group are dissimilar but the groups are similar. If a criterial 
function for quality of partitioning is defined on the set of all possible partitions, 
then the set partitioning pwblem is to construct such a partition, for which the 
criterial function is extremal. Optimization procedures are suggested for both 
partitioning principles. 
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1 Introduction 

Let us consider the set X = { X h . . . , X n }  with a metric p. Let k be an integer, 
k < n. It is well-known that the solution of ttle cluster analysis problem consists of 
partitioning the set X into k subsets (groups, clusters, taxons) in such a way that each 
(;lcnwnt :r E X belongs to one and only one subset, so that the elements belonging 
to one and the same subset are similar, and elements belonging to different subsets 
are dissimilar, see for example [1]. The metric p is used as a quantitative measure of 
similarity or dissimilarity. Obviously, the result of partitioning essentially depends on 
the metric p. 

In the present paper two principles for partitioning the set X into disjoint subsets 
(groups) are revisited [2]. The similarity principle requires that each of the obtained 
groups (similarity clusters) possesses property similar to the property of the set X. 
The antMuster principle requires that the elements of each of the obtained groups 
(anticlusters, antitaxons) are dissimilar but the groups are similar. The metric p is 
used as a quantitative measure for similarity or dissimilarity in both principles. 
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If a criteriat function for quality of partitioning is defined on the set of all possible 
partitions, then the problem is to construct such a partitioning for which the criterial 
function is extremal. Accordingly, the partitioning problem becomes a well-posed 
problem of discrete optimization. 

A recent review by P.Arabie and L.J.Hubert referred to H. Sp/ith's works as "in- 
teresting and novel development" on anticlustering neglecting the published origins 
of this concept ([5], p.15). Similarity and anticluster princii)les were first reported by 
V.Valev in 1982 [2]. The idea of the antieluster principle was reported again by It. 
SpSth in 1986 [3], [4]. 

2 Similarity Principle 
In this section, we consider the l)roblem for partitioning the set X into similarity 
clusters. Let the number of similarity clusters k be given, where k < n. 

2 .1  C o n s e c u t i v e  P r o c e d u r e  

Let m be the mean vector of the set X and my be the mean vector of the similarity 
cluster Pj, j = 1 , . . . ,  k. We consider a consecutive procedure for partitioning the set 
X into similarity clusters in which the mean vector m is used as a similarity property: 

1. The mean vector m is calculated for the set X. 

2. Applying a certain rule, possibly in a random way, k elements from the set X 
are chosen and are assigned to similarity clusters P1, P2,. . . ,  Pk as initial values. 

. An elenlent :l:i, which is riot yet assigned to any similarity cluster, is chosen from 
the set X. Mean vectors mj, m2, . . . ,  mk of similarity clusters Pt, P2, . . . ,  Pk are 
calculated with the element x, sequentially included in them. 

4. The element xi is assigned to the similarity cluster Pj if 

p(mj, m) = rain p(ml, m). 
l<t<_k 

The new mean vector my is calculated. 

5. If all elements x E X are assigned to similarity clusters then stop; otherwise go 
to step 3. 

The described procedure could be repeated with different initial partitions to ob- 
taining a steady partitioning. 

2 .2  P a r a l l e l  P r o c e d u r e s  

Let the following criterial function for quality of partitiouing be given: 

k 

J m  = - -  r o l l  
4=1 



877 

where 

7~ i = 1  

1 E m i  = x j ,  
n i  xjEPi 

and n~ is the number of elements in the similarity cluster Pi, i = 1, 2 , . . . ,  k. 

The partitioning of the set X into similarity clusters for which the minimum of 
the critcrial fimetion Jm is obtained is called optimal partition. 

Let us ~ssmne that element ~, from similarity clustcr 1~ is moved to similarity 
cluster Pj. Then mj  is changed to: 

rttj = mj  + :~ --  m j 
n j + l '  

and mi is changed to: 
~C - -  m i 

m ;  ~ m i 
ni - 1 ' 

We thereby assume that  ni ~ 1 for i = 1 ,2 , . . . ,  k. Shifting the element ~ from Pi to 

Pj leads to decreasing the criterial function iff 

(llmj - roll 2 + II m, - roll s) > (lira; - mlls + Ilm; - milS). 

Substituting m~ and rn~ and rearranging, we obtain the condition: 

2(m~ - m , ~  - m~) _ 2(m, - m , ~  - m j )  

nj + l h i - 1  

I I ~ -  mill 2 i 1 ~ -  m~ll 2 
4 - ~ ' - + - 1 - ~  + ( n l - 1 )  2 < 0 .  

This leads to the following iterative l)rocedure for minimizing the criterial function 
Jm: 

1. An initial partitioning of set X into k similarity clusters is chosen. 

2. The next element k for shifting is chosen. Let ~ E Pi. 

3. If ni = 1 then go to step 2; otherwise calculate the value: 

e j  = nj + 1 ni - 1 t- 

lie - . ~ J l l  s 11~-  ,~,I1 ~ 

for j = 1, 2 , . . . ,  k. All indices j ,  j ~ i, such that ej < 0 are recorded. 
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4. The element ~ is shifted into Pj if 

e j  = r a i n  eu ,  

where u runs the set of recor(led indices. 

5. The values of J , ,  rn, i and mj are calculated. 

6. If the value of Jm is not changed after n iterations then stop; otherwise go to 
step 2. 

In the last procedure for the element ~ E Pi diosen in advance, a similarity cluster 
Pj is found, so that shifting the element ~ into Pj leads to minimizing the criterial 
fimction ,1,,. This procedure can l)e modified if at ea('h iteration the most prospec, tive 
sinfilarity clusters I} and I~ (:~ is shifted fi'om 1~ to Pj) is found using the condition: 

dij = min (rap - m, mq -- m) .  
l<_p,q<k 

As another property for measuring similarity, the dispersion of set X is used: 

1 n n 

/=1 j = l  

Tile mean dispersion of tile set X is calculated as: 

8 

N '  

where N = n(n - 1)/2. 
Now we will consider another procedure for partitioning the set X into similarity 

clusters. In this procedure the mean dispersion .~ is used as a property for measuring 
sinfilarity. Let ,~j be tile mean dispersion of similarity cluster Pj, j = 1 ,2 , . . . ,  k. The 
procedure of similarity is as fi)llows: 

1. 

2. 

. 

For set X, ~ is calculated. 

From set X, k elements are chosen, possibly in a random way, as initial clusters 
and assigned to similarity clusters P1, P2, . . . ,  Pk. 

A next element xi E X is chosen which is not yet assigned to any of similarity 
clusters. Tile mean dispersion ~ of similarity cluster Pj, j = 1, 2 , . . . ,  k with the 
element zi included in them are calculated sequentially. The mean dispersions 
are recortied. 

4. The element xi is assigned to the similarity cluster Pj if 

. 

i g - g~l = r a i n  ]g - s l l .  
i<l<k ' 

If all elements x e X are assigned to similarity clusters then stop; otherwise go 
to step 3. 



879 

2.3 Hierarchical Procedure  

As an hierarchical procedure for partitioning the set X into similarity clusters we will 
consider the following aglomerative (bottom-up) procedure: 

1. All elements xi E X are assigned into n similarity clusters P1, P2, . . . ,  P~, where 
I~ = {xi} , i  = 1 ,2 , . . . , n .  

2. A pair of similarity clusters P~ and Pj, i ~: j with property similar to the 
property of the set X is found. 

3. Similarity clusters P~ and Pj are merged, Pj is deleted and the number of the 
similarity clusters is diminished by one. 

4. If the number of the similarity clusters is equal to k then stop; otherwise go to 
step 2. 

If a distance between two matrices is defined, then the covariance matrix may be 
used as another property for similarity measuring. In the similarity procedures, as 
well as in all cluster procedures where the initial partitioning is chosen randomly, in 
a general case a local cxtrcmum of the criterial fimction for quality of partitioning is 
obtained. 

Dilrerent al)proaches with random choice of initial partitioning may lead to various 
solutions and, as a rule, it is never known whether the best solution has been found. 
A universal approach for choosing the initial partitioning doesn't exist. One of the 
frequently used approaches consists of the repetition of the procedure with various 
initial partitions. This may give an evaluation for the steady state of the solution. 

3 Anticluster Principle 

Tile anticlustcr l)rinciple consists of partitioning the set X into disjoint subsets (groups, 
anticlusters, antitaxons), so that the elements belonging to one and the same subset 
are dissimilar and the groups are similar. As a quantitative measure ibr similarity 
or dissimilarity the metric p is used again. Let us consider hierarchical and parallel 
procedures for partitioning the set X into antielusters. Let the number of anticlusters 
k bc given, where k < n. 

3.1 Hierarchical  Procedure  

We will consider the following aglomerative (bottom-up) procedure: 

1. All elements x/ E X are divided into n anticlusters A1,A2, . . . ,  A , ,  where 
Ai = {x i} , i  = 1 ,2 , . . . , n .  

2. The pair (Ai, Aj), i ~ j is found for which: 

max rain p( xp, Xq). 
id xp~Ai,xqEAj 

3. Anticlusters Ai and Aj are merged, A i is deleted and the number of anticlusters 
is diminished by one. 

4. If the number of all anticlusters is equal to k then stop; otherwise go to step 2. 
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3 .2  P a r a l l e l  P r o c e d u r e  

We will consider the following parallel anticluster procedure of type 'Forel-l '  [6]: 

1. Calculated are 

. 

. 

. 

t/~ i = 1  

and R0, where R0 is the radius of the minimum hypersphere with its center at 
m, which contains all elements xi E X. An arbitrarily radius R < R0 is chosen. 
Let j = 1. 

From an arbitrary element xi E X taken as a center, a hypersphere with radius 
R is constructed. I~;lcment xi is assigned to anticluster Aj. All other elements 
in the hylmrsphe, re are romovcd. 

If the remaining set of elements is not empty then go to step 2; otherwise 
j : = j + l .  

A new set containing all elements which are not yet assigned to any of the 
anticlusters is constructed. If this set is empty then stop; otherwise go to step 
2. 

Accordingly, in each antictuster, the distance between any two elements is greater 
then R. The number of anticlusters depends on the chosen radius R and on the 
sequence of consideration of the elements xi E X. Let us assume that the set X is 
ordered and in step 2 elements are considered consecutively. Performing the procedure 
for 

Rt = R0 - t6, 

where: 
~ = ~___0, 

and t = 1, 2 , . . . ,  N -  1, N - integer, N > 1, the required number anticlusters k is 
constructed. 

4 Conclus ions  

Ill the present paper similarity and anticluster principles for partitioning the set X 
into disjoint subsets (groups) are revisited. They were first reported in the work [2]. 
The similarity principle requires that each of obtained groups (similarity clusters) 
possesses property similar to the property of the set X. The anticluster principle 
requires that the elements of each of the obtained groups (anticlusters, antitaxons) 
are dissimilar, but the gronps are similar. As a quantitative measure for similarity or 
dissimilarity in both principles, tile given metric p is used. 

If a criterial function for the quality of partitioning is defined on the set of all 
possible partitions, then the problem is to construct such a partitioning for which 
the criterial function is extremal. Accordingly, the partitioning problem becomes a 
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well-posed problem of discrete optimization. Optimization procedures are suggested 
for both partitioning principles. 

The similarity principle can be used for partitioning a large set into similar rep- 
resentative subsets. Potential applications of the proposed principles are in the fields 
of medicine, sociology, psyc.hotogy. 
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