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Abstract. The recognition of people orientation in single images is still
an open issue in several real cases, when the image resolution is poor,
body parts cannot be distinguished and localized or motion cannot be
exploited. However, the estimation of a person orientation, even an ap-
proximated one, could be very useful to improve people tracking and
re-identification systems, or to provide a coarse alignment of body mod-
els on the input images. In these situations, holistic features seem to
be more effective and faster than model based 3D reconstructions. In
this paper we propose to describe the people appearance with multi-
level HoG feature sets and to classify their orientation using an array of
Extremely Randomized Trees classifiers trained on quantized directions.
The outputs of the classifiers are then integrated into a global continuous
probability density function using a Mixture of Approximated Wrapped
Gaussian distributions. Experiments on the TUD Multiview Pedestrians,
the Sarc3D, and the 3DPeS datasets confirm the efficacy of the method
and the improvement with respect to state of the art approaches.

Keywords: Orientation recognition, Mixtures of Wrapped Distributions,
Random Trees.

1 Introduction

Computer vision is devoting great efforts in automatic detection and analysis
of people in images and videos, for recognizing interactions, social behaviors,
gestures and actions. To this aims, several applications require the recognition
of the person pose, both in term of his/her intrinsic posture and in terms of
orientation with respect to the camera. If the image resolution is not sufficient
for precise 3D scene and people reconstruction and if motion information is not
available, people orientation recognition is still an open problem.

In this paper we address the recognition of people orientation in images ac-
quired by surveillance cameras, exploiting the visual appearance only, extracted
with a people detection technique. We assume that people are in typical pedes-
trian postures, walking, running, gazing, or chatting upstanding.

Many effective results have been reached if the image resolution is high enough
to allow the detection of body parts, in order to reconstruct a 3D model of
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the body [1] or 2D structural models [2], but often in surveillance videos these
details are not available. Instead, whenever the monitored person can be correctly
detected and tracked along time, its orientation can be inferred by the trajectory
on the ground plane [3]. Nerveless, this approach too cannot be applied to detect
the orientation when (see Fig. [II):

— People are still, or are in a social setting;

— People suddenly change direction;

— People are in cluttered, crowded areas where the trajectory cannot be com-
puted;

— People have an orientation different to the motion direction.

We explore a general solution for recognizing the people orientation by looking
at the appearance only, discarding any motion information or 2D and 3D body
models. Very few attempts have been presented in the recent past, with lim-
ited results due to the intrinsic challenging aspects. Moreover, having humans
an articulated body, it is not possible to define and measure a precise angular
direction of the people orientation, but a discretized value (corresponding to one
of the main four or eight directions) is usually satisfactory. Indeed, even under
this simplification, current results are limited to about 50% of accuracy [4].

1.1 Owur Proposal

In this paper we define a new and very general approach which exploits state
of the art descriptors and detectors, but ensembles them in a unique angle-
oriented classifier. Since the body orientation is mainly related to shape and
edges, the best features are straightforwardly related to luminance gradients,
without the influence of colors. Histograms of Oriented Gradients (HoG) fea-
tures [5] are adopted. The main orientations are singularly recognized with an
array of Extremely Randomized Trees classifiers [6], which proved to be very fast
and powerful in this case. Moreover, the main novelty is the integration of the
detectors responses in a single probability density function generated as a Mix-
ture of Wrapped Distributions, and in particular as a Mixture of Approximated
Wrapped Gaussian (MoAWG) weighted by the detector outputs. The maximum

Fig. 1. From left to right: people talking without motion; people changing direction
because of an obstacle; women walking in a crowd; a goalkeeper moving laterally but
with frontal orientation
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of this probability density function is the answer of the orientation problem that
we further quantize in the main directions, for filtering errors and noise and for
making an easy comparison with ground truth data.

As a matter of fact, the estimation of people orientation is an intrinsically
continuous problem. The discretized classes are not well separated and sometimes
even overlapped (due to the torsion movements of the body). The MoAWG
acts as “interpolation” of the outputs of different trained classifiers: each binary
classifier is trained to select a positive region of the feature space, which is not
related and not imperatively disjoint with the others. The final step (AWG)
integrates different contributions and thus improves the classification when the
orientation is quite ambiguous.

The resulting approach is fast, simple and very effective, it can be generalized
for a different number of main directions, and it can be adopted in many other
problems where main directions must be recognized. In Section [3] we report
several tests and comparisons on different publicly available datasets, such as
the TUD Multiview Pedestrians dataset [1], SARC3D [7] and 3DPES [g§], both
available on OpenVisorE, and video sequences from PETS. Comparisons with
previous methods demonstrated a very satisfactory improvements of about 18%
with respect to the state of the art, achieveing up to 65% of accuracy on the
TUD Multiview Pedestrians dataset using eight directions and more than 80%
of accuracy using four directions.

1.2 Related Works

As introduced, the problem of people orientation has been deeply studied for 2D
and 3D body modeling, in particular for the detection of the position and the
orientation of body parts, such as the head, the arms, the torso, and the legs [2/0].
More specific works have been proposed to capture the head/face orientation only
when details such as eyes, nose or even the eyeglasses are detectable [T0HI3], or
when motion tracklet can be grouped for detecting orientation changes [14].
In [15], the head pose is estimated using a combination of Random Forests on
Gabor features and an additional LDA step as node test for each tree.

Very few works focus on people orientation recognition using the holistic ap-
pearance only: some of them have been defined for gaze orientation in social
interaction analysis [16], searching only for the main four orientations using co-
variance matrix descriptors. However, the more strictly related works concern
people orientation recognition using appearance only and feature classification.
In the recent work of Adriluka et al. [I] an initial 2D body orientation estima-
tion has been proposed which uses HoG detectors followed by a suitable Sup-
port Vector Machine. A later work by Chen et al. [4], specifically designed for
surveillance, suggests the adoption of similar features for a multi-class classifier
trained on the main eight orientations. Results are very promising in the four
main orientations (front, back, right and left) but are limited in the diagonal
ones. Recently, the original work has been improved by the same authors [17]
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integrating an additional step based on the head position and orientation, when
available. In [I8] the skeleton pose of a walking person is estimated using HoG
descriptors and Random Forests as classifiers using an exemplar based approach.
However this system introduces a pre-alignment step based on 3D information
and complex training data, which is not required in our proposal.

2 System Overview

The proposed system aims at estimating the orientation of a person with respect
to the camera point of view. The input is a single detection I of a person,
obtained cropping an image or a video frame on the bounding box provided by
a generic appearance based people detector [5L19]. Since motion or background
information are neglected, the person silhouette is not available. The orientation
0y, € (—m, 7] of the person is the angle between the main direction of the person
and the horizontal axis of the image plane. The precise value of 6y, is ambiguous
and impossible to measure since head, shoulders and legs could be differently
oriented. Thus, a discrete set of directions instead of a continuous range of values
is more appropriated. Let us define the set C' of IV discrete orientations sampled
from the interval (—m, 7] as

,i€(0,N —1),
¢ =((% +7) mod2r) . S

In our experiments we set N = 8, obtaining the eight main directions depicted
in Fig. @l For each class ¢!, we trained a specific binary classifier on a set of
HoG descriptors [5]; a classification score ¢ instead of a boolean response is
also required. A first orientation estimation ¢ of the image I could be directly
obtained from the outputs ¥ = {1/1%, e ,wfcv} of the classifiers:

G=0c,j= argmaxq/),i. (2)
7

Using Eq[2 the estimated orientation does not take into account the output of
all the classifiers, but the winner one only. In particular, due to the ambiguity of
the human direction above described, more than one classifier could positively
react and a more precise estimation of the main orientation could be obtained by
combining the results of all the classifiers. To this aim, we propose to estimate the
continuous distribution p(6|1)) as a function of the classifier outputs. The person
orientation ) and its corresponding discretized class c(f) is now computed
maximizing the previous distribution:

0 = argmax p(0|1Iy). (3)
e (—m,m)

Algorithms [I] and 2 report a pseudo-code description of the classification steps,
while the following subsections will detail the set of classifiers and the integration
of their outputs using a circular statistic approach.
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Fig. 2. The eight directions recognized by the proposed system and the corresponding
color labels

2.1 Discrete Orientation Classifiers

For each detected person, a 2268-dimensional feature vector is computed based
on the HoG descriptor [5]. The color image cropped around the person is firstly
converted into a single channel image; the first direction of a Principal Compo-
nent Analysis space reduction is selected. With respect to the luminance channel,
the PCA-based image channel preserves and even enhances the edge gradients.
Thus, a multi-level HoG feature vector is computed, dividing the input image
into blocks at three different levels: the first level contains 8x24 non-overlapping
blocks, the second level 4x12 blocks and the last level 2x6 blocks. At each level
the image is down-sampled with a scale factor of 0.5. An histogram of oriented
gradients quantized in 9 wrapped bins is computed on each of the 252 blocks
and normalized over 2x2 sets of blocks. During the histogram computation, the
tri-linear interpolation described in [B] is preserved. The 2268-dimensional fea-
ture vector ¢y, is obtained concatenating the 9 histogram values of the 252 blocks
computed over I ¢ acts as appearance descriptor of the images and it is sent
to the array of classifiers.

Due to the very high dimensionality of the input feature vector, we adopted
the Extremely Randomized Trees classifiers introduced by Geurts et. al. [6]. The
Extremely Randomized Trees are similar to Random Trees but instead of using
bagging selection they keep the same input training set to train all the trees.
For binary classification problems only, Random Trees allow the estimation of
a fuzzy-predicted class label, i.e., a confidence value of the binary classification
result. In our case, given a feature vector ¢, each of the N classifiers provides
a value {¢*,i = 1,..., N} calculated as the proportion of decision trees that
classified the input to the winner class. A discrete label of the image orientation
could be generated using Eq.

2.2 Output Filtering by Circular Statistics

Instead of directly using the outputs of the N trained classifiers to generate
a discrete class label, we integrated the results in a continuous probabilistic
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Algorithm 1. Discrete Orientation Classifiers
Require: N,I"' = {FI, e FN}, set of trained classifiers

1: function MULTILEVELHOG(I)
2: {B}},j=1...192 « SpriT(],8,24) > Level 1
3t ¢; = HoG(Bj)

4: I < REs1zE(],0.5)
5. {B7},j=1...48 « SpuiT(I,4,12) > Level 2
6:  ¢; = HoG(B3)

7 I < REs1ZE(],0.5)
{B}},j =1...12 « SpLIT(/,2,6) > Level 3
9: ¢} = HoG(B})

®

10: ¢ =[d1... las|di ... Bis|oi ... H1s]
11: Normalize(¢)

12: return ¢

13: end function

14: function FINDORIENTATIONS(I)

15: {I+} + PEOPLEDETECTOR(I)
16: for k=1— K do

17: ¢r < MULTILEVELHOG (I})
18: fori=1— N do

19: Y < I'(¢w)

20: end for

21: Cr +— argmax; wi.

22: end for
23: end function

distribution p(6|7). The reason of this step is mainly due to the overlapping of
the orientation classes, which leads to have more than one high response from
the set of discrete-orientation classifiers.

The terms 1’ are used as weights of a mixture of wrapped distributions,
each centered on the N selected orientations ;. Directional statistics has been
widely studied in the past and Wrapped Gaussians or the most general von Mises
distributions are the widest adopted models [20] to manage periodic data such
as angles [2I]. The probability density function of a wrapped normal distribution
is

_ (6—0p+2km)?

N (6160, 0) . mﬁ Z e 02 (4)

k=—o00

where p and o2 are the corresponding mean and variance. A very interesting
approximated version of the Wrapped Gaussian has been presented by Bahlmann
in [22] to deal with semi-periodic multivariate data in handwritten character
recognition and successively used in [3] for trajectory description and clustering.
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The corresponding probability density function is

1 _ ((6—0p) mod 2m)2
AWN (0169, 0) = e 202 . (5)
o2
A mixture of AWN is obtained as a weighted sum of AWN probability density
functions:

N
MO.AWN(Q‘U),B(),O') = sz AWN(9|9071,0'Z) (6)
i=1
The required function for the orientation estimation is thus obtained using a
Mixture of Approximated Wrapped Gaussian as in Eq.

p(O|1) = MoAWN (0]¢x, C, o) (7)

where the variance o was set to a fixed value for all the components. The o
parameter of Eq. [7] depends on the number of adopted classifiers: if o is 0 the
AWG step is disabled. Increasing the o value includes in the final response the
contributions of more neighbor classifiers.

The person direction is estimated using Eq. [l through Mean-Shift optimiza-
tion with starting seeds on the ¢’ values. Fig. Blshows all the steps of the proposed
method and in particular the final filtering step obtained with the Mixture of
Approximated Wrapped Gaussians which is also described in Algorithm

3 Experimental Results

The proposed approach has been extensively tested on three public datasets,
namely the TUD Multiview Pedestrians dataset [1], 3DPeS [§] and SARC3D [1].
In the following, quantitative results are presented and compared to the state of
the art; finally some qualitative outcomes on video sequences from PETS and
3DPeS are shown.

90° Classifier » 0.037000
135" Classifier » 0.177000
180° Classifier » 0.225000

I, b Yy MoAWN(0l4,C,0)
» 0.129000
» 0.028000

45° Classifier ‘ 0.110000
a b c d

Fig. 3. A schema of the proposed method, (a) Input image, (b) Multi-Level HoG, (c)
Array of classifiers, (d) the Mixture of Approximated Wrapped Gaussians
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Algorithm 2. Orientation estimation with a Mixture of Approximated Wrapped
Gaussians
Require: N,I'={I'",...,I'N}, set of trained classifiers

1: function FINDORIENTATIONS2(])

2 {Ix} < PEOPLEDETECTOR([)

3 for k=1— K do

4: ¢r + MULTILEVELHOG((I})

5: fori=1— N do

6: V' I (k)

7 end for

8: p(011x) + MoAWN (8|¢y, C, o)
9: Ok < argmaxge(_ . . P(0]1k) > Mean Shift Maximization
10: if Continuous Output then
11: return 0
12: else
13: i=(0r+2r-2) mod N
14: return c;
15: end if
16: end for

17: end function

3.1 Datasets and Metrics

The TUD Multiview Pedestrian dataset contains 5288 snapshot of pedestrians,
fully annotated with bounding boxes, orientation classes and skeletons. We ran-
domly selected 20% of the images from the provided training set to train the clas-
sifiers, then we use the same split originally proposed for validation and testing: 248
snapshots for validation and parameters estimation, and 300 images for testing.

For the 3DPeS dataset, people snapshots were randomly selected from the
provided videos and manually annotated. We obtained 1012 snapshots, 360 were
used for training, 652 for testing.

Sarc3D provides 200 snapshots of 50 people taken from 4 predefined points
of view. We used all the provided images for testing only, exploiting the same
classifiers and parameters learned from 3DPeS, since images have similar char-
acteristics (image resolution and camera point of view).

Test results are presented in terms of classification confusion matrices, where
each row contains the ground-truth label whilst each column indicates the pre-
dicted one. We also report classification accuracy for each class, and two final
measures: “Accuracy 8", where we consider exact hits only, and “Accuracy 4”
where adjacent classes are also considered correct.

3.2 Performance Evaluation

The first extensive experiments were carried out on the TUD Multiview Pedestrian
dataset. Fig. @ shows the results of our method without (Fig. 4(a))) and with (Fig.
4(b)]) the Mixture of Approximated Wrapped Gaussians filtering step. Predictably,
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ok E NE N NW W SW S SE NE N NW W SW S SE
E 0,05 0,05 0,05 0,05 0,05
NE 0,57 021 0,04 0,18 0,57 025 004 0,04 006 0,04
N 0,07 10,74 0,06 0,05 0,05 0,03 0,02 10,76 0,02 0,02 015 0,03
NW 004 019 056 004 009 002 006 NW 004 025 052 0,11 005 0,03
w 029 | 0,71 w 0,14 10,86
sw 002 013 008 0,09 0,60 0,08 sw | 0,02 010 008 011 055 0,13
s 0,03 0,45 012 033 007 s 019 0,02 0,10 | 0,64 0,05
SE 008 031 009 0,06 003 006 037 SE 014 028 006 0,03 0,03 008 038
(a) (b)

NE N NW W SW S SE

0,10

039 025 0,14 0,04

0,07 | 0,78 0,03 0,02 0,08 0,02

0,10 033 030 0,5 0,06 0,04

0,05 0,10 10,80 0,05

0,04 017 021 023 019 0,08 0,06

0,14 0,40 0,03 04 0,26 0,03

0,17 0,06 0,06 011 0,37

()

Fig. 4. Confusion matrices on the TUD Multiview Pedestrian Dataset: (a) without
MoAWG filtering, (b) with MoAWG filtering, (c) using only the 4 main classifiers
(E,N,W,S) and the MoAWG step. Each row contains the ground-truth label whilst
each column indicates the predicted one.

the intermediate directions are more difficult to recognize; additionally opposite
and specular directions are difficult to disambiguate. Directly using the outputs
of the classifiers the average accuracy is around 58%. However, the MoAWG step
usually improves the classification of ambiguous cases, reaching an average over-
all accuracy of 65%. In order to highlight the contribution of the MoAWG step,
we performed an additional test. We reduced the training set using four main di-
rections instead of eight, generating an array of 4 classifiers only (E,N,W,S). The
continuous p.d.f. of Equation[7lis obtained as a Mixture of four components, but
the final label is quantized in 8 classes, recovering the intermediate directions. The
corresponding confusion matrix is reported in fig.

Fig. |5(a)| shows the confusion matrix of our method on the 3DPeS dataset,
while F shows the system results on the Sarc3D dataset. The average
accuracy of the system is still around the 60% in both cases. The Sarc3D dataset
contains people oriented in 4 main directions only, but we used the array of 8
classifiers trained on the 3DPeS dataset.

Fig. [6] summarizes the results obtained on the three datasets, both with the
MoAWG step and without it (indicated as No AWG in the table). As reported,
the MoAWG step always improves the classification performance (from 4% on
3DPeS, to 25% on Sarc3D). Additionally accuracy 8 and accuracy 4 scores are
reported. A visual example of the classification output on the TUD dataset is
depicted in Fig. [l Each image has been recolored following the rules of Fig. 2
The top half color of each image represents the ground-truth value, while the
bottom half shows our results.
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NE N NW W SW s SE on<kJE NE N NW W SW S SE
0,12 0,02 E 0,52 0,46 0,02
0,60 0,07 0,01 0,01 NE
0,05 [0,69] 015 001 001 006 001 N 0,24 074 0,02
0,08 051 029 004 004 004 NW
0,15 | 0,70 w 0,02 0,06 044 044 0,04
0,01 0,02 029 056 0,08 sw ..
002 022 004 011 047 013 S 0,02 026 0,06 [10,66 |
0,05 0,05 005 053 SE
(a) (b)

Fig. 5. Confusion matrices on the (a) 3DPeS and (b) Sarc3D datasets

|13 NE N NW w sw s SE
TUD 0,95 0,57 0,76 0,52 0,86 0,55 0,64 0,38 ] ,83
3DPes 0,86 06 0,69 0,51 07 0,56 0,47 0,53
Sarc3D 0,52 0,74 0,44 0,66
TUD - No AWG 038 0,57 0,74 0,56 0,71 0,6 0,33 0,37
3DPeS - No AWG 0,82 0,68 0,69 0,66 0,54 0,58 0,38 0,42
sarc3D - No AWG 03 0,78 026 0,54

Fig. 6. Performance summary on the three datasets

Using the same method, qualitative results on an excerpt of the “PETS2009
- Flow Analysis and Event Recognition” video sequence and on a video from
3DPeS are shown in Fig. § and Fig. @l respectively. In this last case, the ground-
truth was generated from the person trajectory on the ground plane and thus a
precise orientation angle is used in the evaluation.

3.3 Comparative Evaluation

The system results have been compared against two state of the art techniques
[1L[4] and other alternative solutions exploiting different classifiers and features
on the TUD dataset. In particular, we evaluated the classification accuracy of the
system where variations of Support Vector Machines and Random Forest clas-
sifiers are adopted instead of the Extremely Randomized Trees, and Covariance
Descriptors [23] replace the HoG-based feature vector (Table [I0). The first row
(HoG - ERT -AWG) reports the performances of our complete method which
outperforms all the other solutions:

— Eight Randomized Forests on HoG features with and without the MoAWG
step (HoG - RT - AWG and HoG - RT - NoAWG);

— Eight SVMs in regression mode on HoG features with and without the
MoAWG step (HoG - Multi SVMr - AWG and HoG - Multi SVMr - NoAWG);

— A single multi-class SVM used in Classification mode on HoG features (HoG
- Single SVMC - No AWG); the response vector v is not available and thus
the AWG step is not applicable;
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Fig. 8. Qualitative results on a excerpt from PETS2009; a woman dressed in red is
initially walking from left to right and then away from the camera

— A single Multi-class Random Trees classifier on HoG features (HoG - Single
RT - No AWG); similarly to the SVM based solution, the AWG step is not
allowed in this case;

— Just four Extremely Randomized Forests on HoG features with and without
the MoAWG step (HoG - 4 ERT - AWG and HoG - 4 ERT - NoAWG); The
AWG step allows to recover the intermediate directions.

— Extremely Randomized Trees on classic Covariance descriptors [23] (COV -
ERT - AWG and COV - ERT - NoAWG);

— Eight SVMs in regression mode on classic Covariance descriptors [23] (COV
- SVM - AWG and COV - SVM - NoAWG);

— Extremely Randomized Trees and SVMr on modified Covariance descrip-
tors, which embed information on mutual correlation between gradients in
different image cells (COV2 - ERT - AWG, COV2 - ERT - NoAWG, COV2
- SVM - AWG and COV2 - SVM - NoAWG);

In all experiments the following parameters where used: for the Extremely Ran-
domized Trees and Random Forests Classifiers the number of trees was set to 50,
the maximum depth for each tree was set to 20. For the SVMs, v-SVM classifiers
were used, with a standard RBF kernel. The parameters v was set to 0.000407,
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Fig. 9. Qualitative results on images from a person tracked in 3DPeS

E NE N NW w sw s SE Overall

HoG - ERT - AWG 0,95 0,57 0,76 0,52 0,86 0,55 0,64 0,36 0,65
HoG - ERT - NoAWG 0,38 0,57 0,74 0,56 0,71 06 033 037 0,58
HoG - RT - AWG 0,73 0,57 0,58 0,45 0,55 0,68 05 032 0,54
HoG - RT - NoAWG 0,56 0,42 0,51 0,45 0,55 0,65 0,28 0,28 0,46
HoG - Multi SVMr - AWG 05 0,26 0,47 0,41 03 0,6 0,18 0,44 0,39
HoG - Multi SVMr - NoOAWG 0,43 0,15 0,38 031 0,15 0,16 06 0,33 0,31
HoG - Single SVMC - No AWG 0,75 035 0,65 0,52 07 0,68 0,65 0,44 0,59
HoG - Single RT - No AWG 0,87 0,58 0,77 0,54 06 0,49 02 0,23 0,53
HoG - 4 ERT - AWG 0,9 0,39 0,78 0,31 0,81 0,19 0,26 0,37 0,5
HoG - 4 ERT - NoAWG 1 G o8 0 09 0o 0,42 04

COV - ERT - AWG 03 0,15 0,7 0,29 0,2 0,21 0,26 03
COV - ERT - No AWG 0,33 0,1 0,53 0,29 03 0,18 0,28 0,28
COV - SVM - AWG 0,3 0,15 0,38 0,06 0,4 0,1 0,29 0,12
COV - SVM - NoAWG 0,2 0,1 0,32 0,11 0,45 0,06 0,33 0,15
COV2 - ERT - AWG 0,16 0,15 0,28 0,11 0,15 0,16 0,72 0,25
COV2 - ERT - NoAWG 0,16 0,15 0,28 0,11 0,15 0,16 0,72 0,25
COV2 - SVM - AWG 0,36 0,15 0,41 0,18 0,2 0,05 0,23 0,12
COV2 - SVM - NoAWG 033 0,05 0,31 0,18 0,15 0,05 0,26 0,12

Fig. 10. Comparison of the proposed method with alternative solutions exploiting
different classifiers and features

v set to 0.5. For the MoAWG, o was set to 0.75. Lastly, Fig. 1] compares our
method against the one presented by Chen et al. in [4], which uses a similar
feature vector and a sparse representation technique, and against the methods
presented by Andriluka et al. in [I], which exploit banks of viewpoint specific
part based detectors (linear SVMs) trained on the 8 orientation classes. In the
first row, the results of our proposal are reported as reference. The second row
shows the performance of [4], while the other rows contains three variants of the
method by Andriluka et al. reported in [I]. In the first case (referenced as Max
in the table), the orientation is estimated as the maximum over the outputs of 8
specific detectors; in the second case (SVM), eight additional SVMs are trained
on top of the viewpoint specific detectors using training images from one class
as positive samples and the remaining ones as negatives samples. Finally, in the
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E NE N NW w SW S SE Overall
HoG - ERT - AWG 0,95 0,57 0,76 0,52 0,86 0,55 0,64 0,65
Chen etal. [4] 0,65 0,37 0,71 0,53 0,7 0,59 0,41 0,55
Andriluka et al.- Max [3] 0,54 0,35 0,46 0,23 0,38 0,08 0,40
Andriluka et al. - SVM [3] 0,73 0,13 0,49 0,12 0,56 0,44 0,7
Andriluka et al.- SVM-adj [3] 0,71 0,22 0,29 0,18 0,85 0,18 0,5

Fig. 11. Comparison of the proposed method with the state-of-the-art

last case (SVM-Adj) orientations are grouped into triplets of adjacent directions
and 8 linear SVMs are trained on such groups.

The method proposed in this paper outperforms all the previous solutions; in
particular, the improvement with respect to the one presented by Chen et al.
in [4] is around the 18%.

4 Conclusions

We proposed a new method for estimating the orientation of a person on single
images based on appearance features only. A three level HoG feature set is
extracted from each people detection. The feature vector is provided as input to
an array of binary classifiers trained on a set of discrete orientations. Instead of
assuming as output the orientation related to the winner classifier, a continuous
probability density function of all the orientations is generated with a circular
statistic approach. A mixture of approximated wrapped Gaussians is generated,
where each component is centered on one of the discrete trained orientations
and its weight is proportional to the corresponding classifier output. Several
experiments show that a perfect solution to the problem is still missing, but the
proposed method outperforms state of the arts techniques.
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